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ABSTRACT

In a study about the factors that contributed to the risk of aflatoxin contamination of
peanuts in the Peanut CRSP project in Ken
square) was used to analyze a large mixed data set from a survey. The dailestasi c
betweenMarch andJuly 2009from three provinces in Kenya namely Nairobi, Western and
Nyanza. Data analysis with contingency tables has limitations since it caltmetfor

testing of statisticalignificance, \ariades with many categories prockilarge talies that
weredifficult to read andhe Chi-square test cannot provide predicted values anaiehn

be used to analyze the effect of a single categorical variable on the resphisetudy

was intended to identify more sensitive statistro@thods that could overcome the above
limitations by analyzing the data using multiple regression analgsaysis ofvariance
(ANOVA), Principal component analysis (PCA) and Multiple correspondence analysis
(MCA). With suchmethods12 factors werédentified as having played significant role

in enhancingaflatoxin conamination ofpeanutsPrincipal component analysis was useful

in reduction of the large dast of 37 variables inta lower dimensiomf six variablesand

in constucting data compositder MCA. Multiple correspondence analysis was applicable

in the interpretation of aflatoxin contamination of peanbysestablishing associations for
more than twocategorical variablen a low-Euclideandimensional spacand wasan
excellent heuristic fogetting into complexmulti-factorial datathan contingency tables.
There is need for further studies on some of the variables that were identified as having
played a significant role iaflatoxin conamination ofthe peanuts especially those to do

with peanut storage and housing conditions order to qualify the findings.
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CHAPTER ONE

INTRODUCTION

1.1 Background information

Peanutsare highly prone to aflaoxin contamination due to their susceptibility to
Aspergillus molds that produceaflatoxin underfavourable conditionsThe threat of
aflatoxin contamination to human and livestock healthdaasecdh serios challengen the
international peanunarkes andhasseriously harpered the export businessdeveloping
countries Nautiyal, 2003 Wagacha and Muthomi, 20P8Developedcountries, which
import peanuts,have setstringent total aflatoxin contamination limits for foodstuff
ranging from 4to 10 pg kg (compared toWH O 6 s 1 5' folxgtal dflajoxin). The
major aflatoxinproducing fungi Aspergillus flavusndA. parasiticusvhose native habitat
is the soil,can invade peanuseedin the field before harvest aluring posharvest,

includingdrying and curingin storage antransportatior{fHorn, 2003 Abbaset al.,2009.

In the statisticahnalysisof aflatoxin contamination of peanytsontingency tabl@nalysis

(Pe ar s o nayuwaredCiési) andtést have beemused (Mutegi et gl.2012. Other
statistical techni ques Egactmromiity test, GStaisticsi n c |
and Ztest.However, exploitation of these tests depends on some conditions. Even though
these conditions are meahereare still problems in interprdaian of the resultsbecause
obtaineddata are general and limitddkrurk et al., 2007). The t-test andcontingency

tables ¢ tes) analyz the effects of single variable at a time and are part of univariate

and bivariate methods of dadaalysis.



In real situations,severalfactors act simultaneoushtypwards aflatoxin contaminatiom i
peanuts

Multivariate analysisnethodshave theadvantageof bringing in morenformaiton to bear

on specific outcome and theégke into account the continuing relaitship among several
variables (Anon, n.d, Shiker, 2012 Additionally, they allow easier visualization and
interpretation of the daandmoredata can be analyzesimultaneouslyhereby providing
greater statistical poweRegression modelgive more insight into relationships between
variablesand he focus isnormally on relationships rather than on isolated factors
Multivariate statistic have been utilized in the statistical analysis aiflatoxin
contaminationand othermycotoxins in mee and other agriculturalproducts. Theyare
widely used to solve practical problems in an effective way in geology, meteorology,
hydrology, medicine, industry, agriculture and econarfddonsoet al, 2011;Khatoon et

al., 2012 Shiker, 2012 Howeverthey are particularly important in social science research
because social researchers are generally unable to use randomized laboratory experiments

like those used in medicine and natural scie8eger, 2012)

1.2Problem statement

In many occasions but particularly the ye2004, several hundred Kenyans became
severely ill and 125 died of acute aflatoxicosis: a disease of liver failure associated with
consuming extremely high levels of aflatoxin in food. Aflategontaminated homgrown

maize was the source of the outbreb&wis et al., 2005)While this severe outbreak was
devastating, far more individuals suffer from diseases associated with lower chronic levels

of aflatoxin consumption in maize and peanuts. The primary diseaseiagésgdowith
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aflatoxin intake is hepatocellular carcinoma (liver cancer). This disease is thée#unag

cause of cancer death globally according to WHO with about 600000 new cases each year
and eightythree percent of these deaths occur in-Sabaran &ica and East Asia. Some

of the factors which had be@nplicatedin aflatoxin contamination of maize and peanuts in
Kenya included agro ecological zones, poor harvesting and storage of produce and
susceptible cultivarBarrett, 2005Mutegi et al., 2009

In a studyinvestigating factorghat contributd to the risk of aflatoxin contamination of
peanuts inKenyaunder theP e a n u t CRSP project, continge.l
chi-square) was used to analyze a large mixed data set from a ey et al., 2012)
Contingency tables are eaBy set up easy to understand, anseful because little or no
understanding of statistical concepts is necessary fopnetation andeaders can easily
observe patterns of association and can see ipdtiern is weaker across some rows
However,they haveseveral disadvantagewluding not precisely measuring theature of
association between twanables andariables with many categoriesquireslarge tales

that are difficult to readAgain, categories with few observationgbfuscate the bivariate
assocition andthe Chi-square testannot provide predicted valuesbove allcontingency

tables can only be used to analyze the effect of a single categorical variable on the
responseThereforethe currentstudy was intended to overcome the above limitations by
identifying suitable and better statisticabthods thatan be applied when mixéargedata

setsare encountered in the studyadfatoxin contamination of peanuts.

1.3 General objective
The main objective for this research was itlentify suitable statistical method(s) for

analyzing large and complex mixed data sets from surfeyaflatoxin contamination of



peanuts The suitablestatistical methods were those tknare more sensitive in pducing

accurate resultdhhancategorical data analysis by meansaftingencytables.

1.4 SpecificObjectives
The specific dojectivesof this studywereto:
a) Determine variablethat play a significant role iaflatoxin conamination ofpeanuts
by use of multiple linear regression and analysis of variance.
b) Evaluatethe applichility of Principal componentand Multiple correspondence
analysisin interpretation offlatoxin contamination of peanuts
c) Evaluate the applicability of Multipleorrespondence analysis in interpretation of
identified significant variablescomparedto c ont i ngency tabl e an

Chi-square).

1.5 Justification and dgnificance of the study

The study willincreaseand promote the adoption of less famibkatistical analysis options
availableto researchersn the field of aflatoxin contamination in peanuts aheélp to
increase the validity giresentation ofesearch findingsThe identifiedstatistical methods
will contribute significantly to enhancedediction of the risk of aflatoxin contamination in
peanuts in relation to the sourcesoointamination. Thisvill aggendizefutureresearch and
contribute to the development of suitable policies for handiingeanutsUltimately, this
will lead tominimized healthrisk to humans and animalsnhancd peanut tradas well as

contributeto better methodsf awareness creation.



1.6 Hypothesis
Ho: b]_: b2: bk:O

Ha: At least onéb is not zero



CHAPTER TWO

LITERATURE REVIEW
2.1Peanuts production

Peanutis the sixth most important oil seed cropthe world. The botanical name for
peanutArachishypogaea.innaeus is derived from two Greek wordgyrachismeaning a
legume andhypogaeameaning below ground, referring to the formation of pods in the soil.
Peanut is an upright or prostrate annual plant. It is generally distributed in the tropical, sub
tropical and warm temperate zondsa(tiyal, 2003. It contains 480% oil, 26:28%
protan andis a rich sourcef dietary fibre, minerals and vitaminR4chier et al., 2010)
China and Indiaare the world's leading peat producers accounting for nearly 60% of the
production and 52% of the crop area. India cultivates about 7.74 milkotares and
produ@s 7.61 million tonnes of peat with the productivity level of 991.8 kg haNigeria

is the majompeanutproducer in Africa, while in Latin America abst one half of the total

peanut produced in that region may be credited to Arganfiautiyal,2003.

Peanut production in Kenya is common in Western and Nyanza provinces. It is however
produced in smaller amowmnin other parts of the countsych as Eastern, Rift valley and
pocketsof Coast province. Common varietiggown includelCGV 99568, ICGV 90704,
Homa bay local, Valencia Red, ICGV 12988, ICGV 12991, JL24 and CG7, the latter four
being improved varieties introduceg ICRISAT (Mutegi et al., 208, Okoko et al., 2009).
Other groupof peanuts such as Virginia and Sparigtes arebeing evaluated at various

KARI centers(Rachier et al., 2010).

According to Rachier et al(2010) the crop is used for subsistence, casiome and

provides raw materials for aghmsed industries. As food, peanut is used for human



consumptionin the formof raw, boiled or roasted nut#. is also pounded and used
vegetableoil for cookingor made into paste and eaten with sweet potat@zssavaand
bananas As a cash crop, peanutis sold in the local market as boiled unshelleaw
unshelled raw shelledand shelled roasted nuts while some aklsn the confectnery
trade as peanut butter (Fig.1), peanut sugarpeanutcandy and peanut brittlemong

other productgMutegi et al., 203).

Figure 2.1: peanut butter

2.2 History of Aflatoxin

Aflatoxins werediscoveredabout40 years ago after an outbreak of Turkey X disease in
England [CRISAT, 2000;Yu, 2012. The disease was causedtbyins in Brazilnut meal
infected with Aspergillus flavusand the toxins were named ésdlatoxing® Aflatoxin is

mainly produced byAspergillus flavusand A. parasiticusthat can grow ordifferent
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substratedut particularly on poorly managed agricultural crops likeaize and peanuts
(Fig.2.2. It belongs toa group of toxicsubstances called mycotoxi(®weets and Wrather,
2009). At leag 14 mycotoxins are knowearcinogens, with the aflatoxins having assumed
economic importance because of their influence on the healthnadriguivestock and on
the marketability of agricultural productiCRISAT, 2000; Wild and Turner, 200Klich,

2007; Wagacha and Muthomi, 2088ild and Gong, 2010

Figure 2.2: peanuts contaminated with mould

2.3 Aflatoxin types

According to Yuet al(2012) amongthe 16 structurally related ktoxinsthat have been
characterizegdthereare only four major aflatoxins,;BB,, G;, and G (also named a&FB;,
AFB, AFG; and AFG respectively, that contaminate agricultural commodities and pose a

potential risk tohumanandlivestockhealth.Aspergillus flavugproduces AFBand AFB.



Aspergillus parasiticugproduces AFB AFB, AFG; and AFG. Of the four aflatoxins,

aflatoxin By is the most potent hepatocarcinogenic compouha€, 2002;Yu, 2012).

Other significant members of the aflatoxin family, fnd M, are oxidative forms of
aflatoxin B, modified in the digestive tract of some animahd isolated from milk, urine
and fecesAflatoxin B2A, G2A which may be produced in minor amounts have been
isolated from cultures of. flavusand A. parasiticus(Vargaet al.,2009) A number of
closely related compounds namely aflatoxin GM1, parasiticol and aflatoareolalso

produced byA. flavus(ICRISAT, 200Q IARC, 2003.

Some other species that prodwdftatoxin are Aspergillus nomiusAspergillus pseudotamayi
Aspergillusbombycis Aspergillus ochraceoroseu&mericella venezuelensifspergillus

parvisclerotigenusAspergillusrambelliiandEmericella astellatgKlich, 2007;Yu, 2012).

2.4 Factors favouring aflatoxin contamination

Preharvestfactors which contribute toaflatoxin contamination in peansitinclude the
presence ofA. flavusin soil and air, use of susceptible cultivars, -eftdeason moisture
stress to the crop for more than 20 days, mean soil temperatures3@fCé the pod
zone, growth cracks and mechanical injury to the (56g.2.3, insect damage to pods by
termites or pod borers, disease attatem, root and pod rots) at pod maturity stage and
nematode damage to the pd@RISAT, 2000; Williams et al., 2004;iang, 2006;Wang et

al., 2010; Wuand Khlangwisef2010.



Figure 2.3: Some mechanically damaged peapats

The postharvest factors which contribute atitatoxin contamination of peanuts include
harvesting an over mature crop, mechanical damage to the pod at the time of harvest,
stacking the harvest when pod moisture is more than 10% or under high humidity
conditions, damage to the pod by insects during storage, storingshaith immature or

small pods whichthey tendto contain more aflatoxingyleaning pods from the soil after
harvest and rewetting stored pods due to factors like groaisture or roofleakage

(ICRISAT, 2000;Cornell University, 2008Nigam et al., 2009).

2.5Natural occurrenceof aflatoxin
Two fungi, Aspergillus flavus and Aspergillus parasiticus mainly produce aflattixis

most frequently reported in the field in oilseed crops including maize, cotton, peanuts, tree



nuts and rarely in other crops. The reason for this may be partly biogeographical: these
crops are grown in the latitudes whekeflavus is most frequently m@orted. Another
possible reason may be the carbon utilization patte fiéivus In cottonseé and maize

A. flavusfirst utilizes free saccharides and then oil before using st&iih, 2007)

TheAspergillus flavuandA. parasiticuscan invade peaait seed in the field before harvest
during postharvest, drying, curingnd in storage and transportation (Wagacha and
Muthomi, 2008; CDC, 2012Preharvest infection is significant in the searid tropics,
especially when endf-season drought occu(Rustom 1997 Klich, 2007. In peanuts,
experiments with drought stress and controlled soil tempera(@®<00days after
planting demonstrated that drougbtress and temperatures of’@9yielded the greatest
number of colonized edible grade peanutd aigh aflatoxin levelgKlich, 2007) High
temperatures and drought stress affect the physiology of plants, and therefore stressed
plants may be more susceptible to infection or aflatoxin production. For instance, drought
stress induces a great increas@tioline production in plants and proline has been reported
to enhance aflatoxiproduction Reddy et al., 2003). Formation of some phytoalexins

which areantimicrobial conpounds produced by some plaistinhibited by drought stress.

Another possibilityaccording to Klich (2007is that the fungi that normally compete with
A.flavus in the soil do not grow as readily under these conditions, gidirftavus a
competitive advantage. Even among otAspergillusspecies, the temperaturengefor
growth of A. flavus (25 42°C) is higher than for many other species @&nflavusis fairly

xerotolerant.
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Poor postharvest conditions in warm humateas bad harvesting and storage practices
lead to rapid development of the fungi and higher levels of tg¥ifegacha and Muthomi,
2008) This is especially true in developingpuntrieswhere preventive measures are
frequently ignored. Other food products contaminated with aflatoxins include csreal
(maize, sorghum, pearl millet, ricand whegt oilseeds (soybean, sunflowand cotto,
spices ¢hili, black pepper, coriander, turmeand zinge), tree nuts (almonds, pistachio,

walnutsand coconytandmilk (ICRISAT, 200Q IARC, 2003.

Diet is the major way tlmugh which humans armhimals areexposed to aflatoxinApart

from this, exposure to aflatoxin can be through ingestion of contaminated milk containing
aflatoxin M1 (metabolite of AFB1)Other reported avenues of exposure inclaflatoxin
inhalation andabsorptionthrough skin(Wagacha ad Muthomj 2008) Occupational
exposure to aflatoxins in agricultural workepeople working in oil milland granaries has

been reported (ICRISAT, 2000; IARC, 2002; Wild and Gong, 2010; CDC, 2012)

2.6 Effects of aflatoxin contamination on peanut trade

According to FAO estimates, 25% of the world food crops are affected by mycotoxins each
year. Crop loss due to aflatoxin contamination costs US producers more than $100 million
per year on average including $ 26 million to peanuts (Klich, 2@0dguctionof aflatoxin

due to the invasion dflatoxinproducing fungito peanut pod/kernel is a sersoproblem

in the trade of paaits in the internationaharket. Thishas seriously hapered the export
business ofdeveloping countries especially where the crop is grown under rain fed
conditions (Mejia and Lewis, 2002 Wagacha and Muthomi, 2008The aflatoxin

contamination does not affect crop productivity but it makes produce unfit for consumption
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as toxins are injurious to health. Thmarketability of contaminated produce, particularly in
international trade is diminished to nil due to stringent standards of permissible limits on
aflatoxin contamination set by the importing countries (Klich, 200@ulibaly, 2008)
Developedcountries hat import peanuthave setotal aflatoxin contamination limitgor
foodstuff ranging from 4o 1Qug kg' and this has resulted in import restrictions on
aflatoxin-contaminated produce. As a result, many developing countries have been unable

to export ther peanuts and peat products (Otsuki et ak001).

In developng countries, food safety is anajor problem where detection and
decontamination policies are impractical. Due to food shortage in those countries, routine
consumption offlatoxin-contaminatedood is widespread@uo et al., 2009Dutbreaks of

acute aflatoxicosis from contaminated food in humhasbeen documented in Kenya,
India, Malaysia and Thailand@he largest and most severe outbreak of acute aflatoxicosis
occurredin Kenya during 2004 and involved 317 cases anfl d@aths, mainly among
children due to consumption oéflatoxin-contaminatedcorn (CDC, 2004; Lewis et al.,

2005;Guo et al., 2009).

2.7 Effects of aflatoxin contamination on health

Aflatoxin contamination in gin poses a great threat to human and livestock hhealt
(Wagacha and MuthomB008) Epidemiological, clinical, and experimental studies reveal
that exposure to large doses (above 6000mg) of aflatoxin may cause acute toxicity with
lethal effecs whereas eposure to small doses for prolonged periods is carcinogenic
(Groopmann et al., 1988; Wild and Turner, 2002; Klich, 2007; Wild and Gong, 2010; Liu

and Wu, 2010; CDC, 2012After wide experimentation on many animal species like rats
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and rainbow trouts, aflaxin especially aflatoxi B1 is confirmed as a poteoarcinogen

(IARC, 1993; NIEHS, 2007; Klich, 2007; Cornell University, 2008).

During the 18 Aspen cancer conferencaflatoxicosiswas reorted in several countries
such asindia, China, Thailand and a number African countries (ICRISAT, 2000
Studies on aflatoxin exposure and incidence of liver cancer by Groopmann and 99 (
in places like China and West Africa showed that the situation was alawiiagpxin acts
synergistically in the presenad confoundingfactors thatinclude malnutrition, malaria,
HIV/AIDS, kwashiorkor,alcoholic liver disease and Hepatitis B a@in the etiology of
cancer(Rensburg et al.1985; Debrah and Waliyar, 199&IEHS, 2007; Wagacha and

Muthomi, 2008 Wild andGong 2010)

Foetal and childhood environment, including the nutritional status gbrégnant mother

and the infantare considered critical for growth and risk of disemsearlier life. Apart

from this, children aralso exposed to high levels of mycotoxins of which aflatoxinsaare
key concernAflatoxins are immunogenic, teratogerand retard growth among humans
and experimental animalgiéndrickse, 1984; Klich, 2007; Hell et al., 2008). A study in
West Africa showed a ignificant correlation betweemflatoxin exposure and stunted
growth in children who are exposed to aflatoxin right from neonatal stalg#s other
studies have shown thaflatoxins have the capacity to cross the placental barrier and can

causegeneticdefects at foetal stag@dglaxwell et al, 1998 Gong et al.2002)

2.8 Control of aflatoxin contamination in peanuts
Since Aspergillusflavus and A. parasiticuscan invade peanut seed in the field before

harvest, during postharvest, drying, in storage and transport#tiem,it is possible that
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aflatoxin contaminationcan be minimized by adopting certamprovedcultural, produce
handling and storage practicBd/agacha and Muthomi, 200&lowever, these practices
are not widely adopted particularly by tlsenall farmers in developing countries, who

contribute about 60% to the world peanut production (ICRISAT, 2000).

Preharveststrategiesfor controlling aflatoxin contaminationinclude use of aflatoxin
resistant peanut varietieglectng sound seed and tréag them withManganese ethylene
bisdithocarbante Diathane M4% at 3g/kgbefore planting Applying farm yardmanure at
5-10 tons/haTrichodermaharzianumat 1kg/haandanhydrous calcium sulphafgypsun)
at 400500 kg/haduring flowering stage are effective measures @mmtrolling aflatoxin
contamination inpeanutsin the field. Other strategies includmaintaining optimalplant
population in the field a883nf (Figure 2.4, avoiding endof-season drout with irrigation

if possible, controlling foliar diseass using chlorothalonil (Kavach) with 1-2 sprays
removingdead plats from the fieldand tarvesing the crop at right maturitfiCRISAT,

2000;Liang, 2006Klich, 2007Wagacha and Muthomi, 2008/ang et al 2010.
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Figure 2.4: maintaining optimal peanut population in the field

Postharvesstrategiesfor controlling aflatoxin contaminationinclude avoidng mechanical
damage to the mis by inserting theploughbelow the pod zonat harvest andrying the
harvested produce for3 days umg the invertedvindrow method urit the pod moisture

is below 8%(Fig.2.5.
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Figure 2.5: Invertedwindrow drying method fopeanutsn thefield

Otherpostharvesstrategies includéhreshing the pod immediately after dryingavoiding
stackingwhen using mechanical thresherssing appropriatsieves based on pod size so
that immature pods are blown ofgmoving mechanicaland insectdamaged podsnd
separatinghe fully mature large pod$or raw consumptiorfrom the remainingoroduce
thatare used for oiextraction. Good practices fopntrolling aflatoxin contamination also
entailsnot mixing the gkeaned pod with the main produgestacking the podfilled gunny
bags on a wooden plank and storthgm in vell aerated waterproof storagaeventing

insect damage to the pods in storage removing all immature pods attached to the
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haulms(ICRISAT, 2000;Williams et al, 2004Klich, 2007; Wagacha and Muthomi, 2008;

Wu and Khlangwiset2010.

2.9A review of the selected statistical methods for the data analysis

Contingencytable analysis is moreften used with nometric data which is nominal or
ordinal The advantages of contingency tables is that they are easy to set up and easy to
understand. They are useful because little or no understanding of statistical concepts is
necessary for interpretation and little technical kdwmw is necessary to build bies.
Readers can easily observe patterns of association and can see ifeitreipateak across

some rows NamuthCovert, Merk and Haines 2012) However they have the
disadvantages of not allowing for testing of statistical significance or precisgsurng

the association between twariables.Again variables with many categories require large
tables that are difficult to read anditegories with few observations can obfuscate the

bivariateassociatia (Clark, 1976 Dallal, 2000).

Regardless of the level of scaling, contingency tables are conventionally analyzed with chi
squared test. Howevdpr this test to be useful the cell counts must be greater than or equal
to some number (usually 5), otherwise this leads to the collapkthg table and results in

lost infomation NamuthCovert, Merk andHaines 2012).To counteract this effect

Fi s hexact@est is usedLowry, 1999 Routledge, 2006 Chi-square test again cannot
provide predicted values and can only be usednalyze the effeaif a single categorical
variable on the responséhesestatistical limitations otontingency tables analysis che
overcome by fitting the data with regression model to provide predicted values and the
application ofmultiple correspondence analysisICA) when the categorical data set is

large(Greenacre, 2006; Greenacre and Blasius, 2006

17



Principal component analysiBCA) is a powerful statistical tool for anaiypg data of high
dimensionby reducing the number of dimensionghout much loss of information (Smith

2002). By reducing the dimensionality of original dafaCA can often simplify many
analyses. The disadvantage of this statistical technique is that interpretation can be more
difficult sinceit is nolongerpossitle to workwith the original variables and the principal
components are heavily affected by the scaling of variables (Anon, T996yercome the

above limitation of PCAMCA can be utilized in the data analysis.

The MCA aims to identify a reduced setsyhthetic dimensions maximizing the explained
variability of the categorical data sets in question. The advantage in using MCA to study
associations of categcal data are then to obtain a simplifiegpresentation of multiple
associfdons characterizin@ttributesas to remove noise and redandies in data. The
exploratory and visualization based approach characterizing MCA provides immediate

interpretation of the results.

However,the applicability of M@ on very largecategorical data streams is liett due to

the requied Singular Value Decompositig®VD). The applicabity of SVD to large and

high dimensional data is unfeasible since it requires a computational titnis tingadratic

in the data sizeFurthermore,the SVD irput matrix must becompleteand stored in
memory. Thisproblem can be overcome by stratifying the data differentsubgroups
according taan external criterionelated to time or anothetentified characteristic@lynn,

2012 D6 E n z a). Th2 o6tHedlisadvantage of MC4s that it reconstructs a small part of

the data, is sensitive to outliers and may yield solutions that display objects and categories
in 2 dimensions in a horshoe shapedorm known as Guttmareffect (Groenenet al,

1998. To a great extentthese limitations can be overcome by fittitge data to a

18



regression model or data analyzed uddwjrended correspondene@alysis (Greenacre,

1984).

Principal Component analysisassumes a normadlistribution and hence continuous
variables. Multiple correspondence analysisthe other hand makes fegsumptions on
the nature ofthe distribution ofindividual variables ands moreappropriate irthe context

of discrete anaategoricalvariablegShimeles and Thoemn, 2005.

2.9.1 Contingencytable (cross tabulation)

The contingencyablewas first used by Karl Pearson in 1904is is a type of table in a
matrix format that displays the (multivariate) frequency distribution of variaBlesoss
tabulation is a joint frequency distribution of cases based on two or more categorical
variables Klichael, 2001). The joint frequency distribution can be analyzed withahie
squareto determine whether the variables are statistically indepermterit they are
associated. If a dependency between variables does exist, then other indicators of
association, such aSo@meamés 6d, Vamads gamma
describe the degree which the values of one variable predict or varthogth of the other
variable. More advanced techniques such aditegr models and multinomial regression

can be used to clarify the relationships contained in contingeridgs Michael, 2001

Howell, n.d).

2.9.2 Pe ar sChirsquare test
The test serves botlis a "goodness -of' test, where thelata are categorized along one
dimensionand as a test for the contingency table, in which categorization is across two or

more dimensiong{owell, n.d).
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It is calculated as

j? O-E *TE

wherej = Pear son6s cumul ative test st@Atistic

distribution
Oi=an observed frequency
Ei=an expected frequency asserted by the null hypothesis
n=the number of cells in the table.

The Chisquared statistic can then be used to calculatgaue by comparing the value of
the statistic to a Ckéquaredlistribution. Thenumber of degrees of freedom is equal to the

number ofcells (), minusthereduction in degrees fitedom(Shepard2008.

The chi-squaretest hasfour assumptions wherebiyhe sample data isaken asa random
sampling from a fixed distribution or population where each member of the population has
an equal probability of selection. A sample with a sufficiently large sizéss assumed
otherwise Type Il error will be committed with small samp(@éichael, 2001). An
adequate expected calbuntof 5 or more in all cells of a-By-2 table, and 5 or more in
80% of cells in larger tablesith no cells with zero expected count is assum&ftien this
assumption is not met, Yates's Correction is apples,, 1997). Lastly the observations

are always assumed be independent of each other and i6 t M c test imappliéds

(Smith, 1996)
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2.9.3 Pearson productmoment correlation coefficient

The strength of the linear association between two variabtpgistified by thecorrelation
coefficient(r) which is also known afearson product moment correlationefficient
Given a set of observationsi( y1), (X2, Vo), ..., Yn), the formula for computing the

correlation coefficient is given by:

The correlation coefficient takes a value betwekmand 1, with 1 okl indicating perfect
correlation. A positive correlation indicates a positive association between the vanables
which increasing values in one variable corresota increasing values in ¢hother
variable. Anegative correlation indicates a negative association betweesatiables.A
correlation greater than 0.8 is generally describestrasg whereas a correlation less than
0.5 is generally described asak These values can vary based upon the "type" of data
being examined. A study utilizing scientific data may require a stronger correlation than a
study using social science datA. correlation value close to O indicates no association

between the variables.

Since the formula for calculating the correlation coefficient standardizes the variables,
changes in scale or units of measurement will not affect its value. For this reason, the
correlation coefficient is often more useful than a graphical depictiaetermining the

strength of the association between waniablesMeng, Rosenthal and Rubit992).
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2.9.4 Multiple regression analysis

Multiple regression is a flexible method of data analysis that may be appropriate whenever
adependentjuantitative variablés to be examined in laionship to any othendependent

or predictor variables Relationships may be nonlinear, independent variables may be
guantitative or qualitative, and one can examine the effects of a single variable or multiple
variables with ormwithout the effects of other variables taken into account (Cohen et al.,

2003).

In general, the multiple regression equation of Y g@nX%, € , «iXgiven by:

Y=g+ X1+ Xo+ €& yX¢ b

Here b is the intercept and;pb,, b, & ardoanalogouto the slope in linear regression
equation and are also called regression coefficients. They can be interpreted the same way
as slope. Multiple regression analysis is used when one is interested in predicting a
continuous dependent variable from a numbgrindependent variables. If dependent

variable is dichotomous, then logistic regression should be used (Choudhury, 2009).

According to Jason and Waters (2002) multiple regression has got the following

assumptions:

U Variables are normally distributed
Regression assumes that dependemtables have normal distributions. Noarmally
distributed variables (highly skewed or kurtotic variables, or variables with substantial

outliers) can distort relationships and significance tests.
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U Relationship betwea the dependentand independentvariable(s)is linear
Standard multiple regression can only accurately estimate the relationship between
dependent and independent variables if the relationships are linear in nature. If the
relationship between independent variables and the dependent variable is not leear, th
results of the regression analysis will undstimate the true relationship. This under
estimation carries two risks: increased chance of a Type Il error for that independent
variables, and in the case of multiple regression, an increased risk of €goes (over
estimation) for other independent variables that share variance with that independent
variables.

U Variables are measured without error (reliably)
In simple correlation and regression, unreliable measurement causes relationships to be
underestimatedncreasing the risk of Type Il errors. In the case of multiple regression or
partial correlation, effect sizes of other variables camvm-estimatedf the covariate is
not reliably measured, as the full effect of theartate(s) would notdoremoved.
With each independent variable added to the regression equation, the effects of less than
perfect reliability on the strength of the relationship becomes more complex and the results
of the analysis more questionable. With the addition ofidependent variable with less
than perfect reliability each succeeding variable entered has the opportunity to claim part of
the error variance left over by the unreliable variable(s). The apportionment of the
explained variance among the independentabées will thus be incorrect. The more
independent variables added to the equation with low levels of reliability the greater the
likelihood that the variance accounted for is not apportioned correctly. This can lead to
erroneous findings and increaspdtential for Type Il errors for the variables with poor

reliability, and Type | errors for the other variables in the equation.
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0 Constant homoscedasticity
Homoscedasticity means that the variance of errors is the same across all levels of the
independat variables. When the variance of errors differs at different values of the
independent variables, heteroscedasticity is indicated. Slight heteroscedasticity has little
effect on significance tests; however, when heteroscedasticity is marked it cato lead
serious distortion of findings and seriously weaken the analysis thus increasing the

possibility of a Type | error.

295 Fi s hkxacbTest

This is a test ofndependence in a 2x2 contingency table. It is more useful when the total
sample size and the expected values are s(Ralutledge, 2006The test holds the
marginal total fixed and computes the hypergeometric probability theg at least as large
asthe observed value. It is useful when the celinte are less than @&u and Arnold

1992; Bower, 2003Shepard2008.

2.9.6 Multivariate statistics

Multivariate statisticsaare a form of statistics encompassing the simultaneous observation
and statistical analysis of more than easponsevariable The application of multivariate
statistics ismultivariate analysisand essentially models reafitwhere each situation,
product or decision involves more than a singlariable (Kessler, 2007)It concerns
understanding the different aims and background of each of the diffemens of

multivariateanalysisandhow they relate to each other.

The practical implementation of multivariate statistics to a particular problem may involve

several types of unariate and multivariate analyse order to understand the relationships
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between variables and their relevance to the actual problem biotigd. In addtion,
multivariate statistics areoncerned with multivariatprobability distributions, inerms of
bothhow these can be used to represent the distributions of observeahdiatav they can

be used as part statistical inferenceparticubrly where several different quantities are of
interest to the same analysis

According toAbeyasekera (2003nd Obuchowsk{2005) multivariate methodsia strict
statistical senseoncernthe collective study of a group of outcome variables, thus taking
account of the correlation structud variables within the groupMany researchers
however al s o use the term Amultivariateo i n
techniques because thisvolves several explanatory (predictor) variables along wiéh
main outcome variabl¢Abeyasekera, 2003)[he benefit of exploring several variables
together is thatt iallows for intercorrelations to be assessed.

With multivariateanalysis thdollowing can be achieved:

i. A summary or an overview of a taldan be obtainedrlhis analysis is often called
principal component analys@ Factor Analysis. In the overview, it is possible to
identify the dominant patterns in the data, such as groups, outliers, trends, and so
on. The patterns are displayed as two pldessler, 2007).

ii.  Analysis of groups in the tablehow these groupsliffer and to which group
individual table rows belong. This type of analysis is called Classification and
DiscriminantAnalysis(Fernandez2002).

iii.  Relationships between columns in data taldes be establishedror instance
relationships between procegserationconditions and product quality wherethe

objective is to use one set of variables (columns) to predict antahéne purpose
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of optimizationand to find out which columns are important in the relationship. The
corresponding analysis is aall Multiple Regression Analysi®r Partial Least
Squares (PLS), ¢ending on the size of theata (Cramer, 1993 Stolzenberg

2004).

2.9.7 Principal componentanalysis

This statisticalmethodology originated withKarl Pearson(1901) as a means of fitting
planes by orthogonal least squardsut was later proposed by Hotelling (1933) for the
particular purpose of analyzing correlation structutess used abundantly in all forms of
analysis from newscience to computer graphibgcause it is a simpl&onparametric
method of extracting relevant information from confusing data ¢etanly, 1986;

Morrison, 1990).

With minimal additional &ort Principal component analysiBCA) provides a roadmap for

how to reduce a complex data set to a lower dimensiaeveal the sometimes hidden,

si mpl i y e dthas oftenuundenliat €Shlens, 200p It is useful when you have
obtained data on large number of variablesnd believe that there is some redundancy in
those variables. In this case, redundancy means that some of the variables are correlated
with one another, possibly because they are measuring the same construct. Because of this
redundancy, it idelievedthat it should be possible to reduce the observed variables into a
smallernumber of principal components which are artificial varialied will account for

most of the variance in the obserwetdiables Hatcher 1994).
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According to Abeyasekera (2003}he technique is strictly applicable to a set of
measurements which are either quantitative or have an ordinal scale. However, being
largely a descriptive technique, the inclusion of binary variables and/or a small number of
nominal categorical variabless iunlikely to be of practical consequenderincipal
component analysiis a largesample procedurélo obtan reliable results, the minimum
number of subjects providing usable data for the analysis should be the larger of 100
subjects or five times the mber of variables beingnalyzed Hatcher 1994 Meadet al.,

2003.

Becauseprincipal component analysis is performed on a matrix of Pearson correlation
coefficients,it is assumed thadll analyzed variables should beeasuredn an interval or

ratio level The relationship between all observed variables should be larghrech
observed variable should be normally distrilolté\s such variables that demonstrate
marked skewness or kurtosis may be transformed to better apatexnormality.Each

pair of observed variables should display i@abate normal distributionHowever the
Pearson correlation coefficient is robust against violations of this assumption when the
sample size is greater than 28so sinceeach subject isxpected taontribute one score

on each observedaviable,thesesets of scores should represent a random sample drawn
from the population of interefilatcher 1994).

Technically, aprincipal componentan be defined as a linear combinationopfimally-
weighted observed variables. Thew ds Al i near todhentadt that scoresn 0 r
on a component are created by adding together scores on the observed variables being

anal yzed. eiiOphtiemad Iryefwer s t o twhightedorbssichav e d
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way that the resulting components account for a maximal amountiahe@rin the data set

(Hatcher 1994).

In PCA a new set of variables is created as linear combinatiotfie original set.If Xj,
X8 , Xp are the original set of pariables, then a variable Y formed from a linear
combination of thestakes the formY=a;X;+&X,+ & +,8, where theass (i=1, 2 € p)

are numbers oprincipal component coefficientand X, ar e t he subj ect s

observed variablp.

The linear combination that explains the maximum amount of variation is called the first
principal componentA second principal component which is another linear combinggion
then found, independent of the first, so that it explains as much as pagsh#eremaining
variability. Further components are then created sequentially, each new component being
independent of the previous ones. If the first few components, say the first 3, explain a
substantial amount, say 90 per cent of the varigbdimorgst the original set of 15
variables, then essentially, the number of variables toneyzed has been reduced from

15to 3.

According to Fieller (2010)fithe first fewprincipal component§P.C.S explain most of
the variation in the data, then the laeC.Sareredundant andlttle information islost if

they arediscardedor ignored The number of components extractecegual to the number
of obseved variables being analyzedlowever, in mostanalyses, only the first few

components account for meaningfamounts of variance, so only these first few
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components are retained, interpretaaj ased in subsequent analysesh asn multiple

regression analyses

The first componentextracted in a principal component analysis accounts for a maximal
amount of total variance in the observed variables. Under typical conditions, this means
that the first component will be correlated with at least some of the observed vaii&keles.
secondcomponenextracted will account for a maximal amount of variance in the data set
that was not accouad for by the first componermgain it will be correlated with some of

the observed variables that did not display strong correlations with compobenit vill

be uncorrelatedwith the first componentThe remaining componentare extractedsuch
thateach component accounts for a maximal amount of variance in the observed variables
that was not accounted for by the preceding components, and is latearreith all of the

preceding components.

A principal component analysis proceeds in this fashion, with each new component
accounting for progressively smaller and smaller amooht@riance When the analysis
is complete, the resulting componentslwikplay varying degrees of correlation with the

observed variables, but are completely uncorrelated with one another.

When a variable is given a great deal of weight in constietiprincipal component, it is
saidthat the variabléoadson that componentt is highly desirable to have at least three

and preferably morevariables loading on each retained component when the principal
component analysis is complete. Because some of the items may be dropped during the

course of the analysi it is generally good practice to write at least five items for each
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construct thats to bemeasurd. In this way, chancesreincreasd suchthat at least three

items per component will survive tla@alysis Hatcher 1994).

Mathematicallyprincipal component analysisitails 4 proceduraktepswhich can be stated
as Staring by coding the variables;x,, € , t0 have zero means andit variances;
Calculatingthe covariance matri€ which is a correlation matrix if step 1 hagendone;
Finding the eigenvaluesy, ,, & @and the corresponding eigenvectorsa, € p. @he
coefficients ofthe ith principal components are thgjiven bya wh i | i its sariance;
Discardng any components that only account for a small proportion ofvtr&tion inthe

data(Manly, 1986.

According toFieller 2010 and Hatcher(1994), the above steps can be summarized as
follows when applied to givecomplexdata set.

Step 1: Initial extraction of the amponents

The number of components extracted is equal to the number of variables being analyzed.
Although a large number of components may be extracted, only the first few components
will be important enough to be retained for intetatien.

Step2:Determining the number ca@ehinfimeaningful o
In general, it isexpeced that only the first few components will account for meaningful
amounts of variance, and that the later components will tend to account for only trivial
variance. The next step of the analysis, therefore, is to determine how many meaningful
components shad be retained for interpretatiorihereare fourcriteria that may be used

in making this decision: the eigenvaloee criterion, the scree test, the proportion of

variance accounted for, and the interpretability criterion.
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With the eigenvalu®ne criteion approach, any component wil eigenvalue greater than

1 isretainedand interpretd. Sinceeachobserved variable contributes one unit of variance

to the total variance in the data,s@ty component that displag eigenvalue greater than

1is accounting for a greater amount of variance than had been contributed by one variable.
Such a component is therefore accounting faneaningful amount of variancand is

worthy of being retained.

With the scredest eigenvaluesassociated with each componanéplottedanda fA b r ea k o
between the components with relatively large eigenvalues and those with small eigenvalues
identified The components that appdseforethe break are assumed to be meaningful and

are retained foratation; those appearirafterthe break are assumed to be unimportant and

are not retained.

The poportion of variance accounted fariterion entails retaininga component if it
accounts for a spdied proportion or percentagef variance inthe data setThis

proportion can be calculated with a simple formula:

001 PT O6EH

The total eigenalues of the correlation matris equal to the total nunab of variables

being analyzed becausach variable contributes oneituof variance to the analysis

The most impdant criterion for solving th@eumberof componentso be retaineds the
interpretability criterionThis involvesinterpreting the substantive meaning of the retained
components and verifying that this interpretation makes sense in terms of what is known

about the constructs under investigation.
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Step 3: Rotation to a finasolution

After extracting the initial components, there will be created an unrofattéor pattern

matrix. The rows of this matrix represent the variables being analyzed, and the columns
represent the retaidecomponentsThe entries in the matrix afactor loadings. Aactor
loadingis a general term for a coefficient that appears in a factor pattern matrix or a factor
structure matrix. Arotation is a linear transformation that is performed on the factor
solution for the purpose of making the saduatieasier to interpret when more than one
component has been retained in an analysis. A varimax rotation is an orthogonal rotation
which resuls in uncorrelated componerdad tendgdo maximize the variance of a colam

of the factor pattern matrixsoppo®d to a row of the matrix

Step 4: Interpreting the rotatediition

This means determiningshat each of the retained components measurag involves
identifying the variables that demonstrate higladings for a given componernd
determining what these variables have in common.

Step 5: Creating &cbor scores or factenased sores

Once the analysis is complete, it is often desirable to assign scores to each subject to
indicate where that subject stands on the retained components. These component scores
could be used either as predictor variables or as criterion variables in sutissEtalgses.

A separate equation, with different weights, is developed for each retained component.

2.9.8 Multiple correspondenceanalyses
Multiple correspndence analysis (MCA) is a useful technique for the structural analysis of

multivariate categorical datgGlynn, 2012 Takane and Heungsun, 2Q06reenacre and
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Nenadic, 201] It gives insight into the complex dependesteicture ofsuch data sets by
making plots MCA has proved to be an important and useful tool doalyzing the
association thais present in dataets withmany variables (Schriever, 198&reenacrge
2006; Greenacre and Blasius, 2DOBCA assigns scores to ws (representing the
subjects) andcolumns (representing the resse categories) of a data matrix, yielding a
graphicaldisplay of the rows and the columns of the data mairbe graphical display
facilitates the intuitive understanding of the relationships among the categories of the
variablegGreenacre, 2010
Let x1, X2, € X be categoricarandomvariables. Theéechnique MCA seekk real valued
f unct i;,0 218 € widefined on the categories (possible values) ofxy €
respectively, such that the first principal component of the correlation matgix o> h
B & B B & has maximalvariance.This principal component is called the first
MCA component.lt describes themost informative partof the variation beveen the
categorical variablesClearly, it is no restriction to assume that the derived variables
B & have expectation zero and vamia unityfori= 1 ,k.éubsequentlyMCA seeks a
second component which has maximal variance but whicimdsrrelated wittthe first.
This procedure isontinued wih a third component, a fourtomponentor until no new
component that is uncorrelatedth the previous componentan be found.
Thet-th MCA component is the linear combination of transformed variables.
Yi=B | B ®

for whicht =var (Y is maximal subject to

EQ1(x)=0, var(z @ =1forl=1, &,

and thenormalization constraint
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Corr (Y, Y9 =0fors=1 ,té
The MCA solution consists of &+l tuples(t fu) B & BH B & for
t=1, 2, é Thle 5 va Isoaled the category score on tith MCA componentof
the categorxof N =1, k;t=1,2, é

It follows directly from the definition that

0 O | 6¢iB OB @

which meanghat MCA only considers the bivariate marginals of kkdimensional
probability distribution of x, éx It is well known Schrieveret al (n,d) that aMCA
solution always exists and can be obtained by solving a generalized eigenvalue problem of
the supe matrix containing all bivariate marginal probabildistributions.MCA can be
seen as ageneralization ofthe principal component analysis twominal variables

Moreover when &, &, & are all dichotomousg.g. 0-1 variables, thenby the

normalizationti 1; (1) = — = a n di(O=- —— ~ wherean = p{® =1}=1- p{ ® =0}

for1=1,2 , & andt =1, 2,.. Hence thevariance ofY; is only maximized with respect to
the variable weights Hh | fort=1,2, é T h e IMEA io theedichotomous case
is equivalentto finding the principal components of the covariance matrixi g{® ),
U21(®) , é(c), that is of the correlation matrix ofd oo @ , & .

Put differently, Everitand Graham 2001) have explained that the starting pointN&eA

is theindicator matrix Z. Each row of this matrix will havke values of unity and @® zero

values,wherek is the number of categorical variables in the data set andtl@ iwtal
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number ofcategoriesso thatC=B 0 where( is the number of categories of tf@

variable.For ak-way contingeng table,the indicator matrix cahe written as
Z= G hesd |,

wherew is the nxd matrix containing the& indicator variables for th& way of the
table.
The matrixgiven by

B=¢ ®h
is calledthe Burt matrix and contains theub matricesoa the twd way contingency

tables based on variableandj.So

82,2, 2,7, 2,2,
BziZZZl Z,Z, .. zzzk{u
V-
tzz, zz, .. zzj

B hasa bl oc k,withsthersubamatricesda on the diagonal being simply
diagonal matrices of column sums, and ewfydiagonal block being a twavay table of
marginal totals for th&) and’Q variable. Henceccording to Everitand Graham (200])
MCA involves essentially the extraction of the eigenvalues and eigenvectors of a Burt

matrix.

In data analysishree types of multiple correspondence analysis are encountered: Indicator
multiple correspondence analysis (Indicator MCA), Burt multiple correspondence analysis
(Burt MCA) and Joint multiple correspondence anahkgmt MCA (Glynn, 2012.
Indicator MCAthat isalso called homogeneignalysisuses a binary matrix of indicators

to combine the binary correspondence analyses. Results obtained are similar to Burt MCA
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but according to Greenacre (200Burt MCA produces more optimistic percentages of
inertia However,in multiple correspondence analysis the percentage of explained inertia is
not very importat in interpretation since iseverely underestimadhe representative
quality of the biplot map (Glynr012. Joint MCA is based on BuNICA andaccording

to Greenacre (2006; 2007) it is superior both in terms of explained inertia and in the
accuracy of visualization. It works by restricting the analysis to the cross tabulations that

typically contain the correlations of interdéisatexplain thenertia.
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CHAPTER THREE

MATERIALS AND METHODS

3.1 Data source

In order toidentify suitable statistical methddr analyzing large and complex mixed data
sets from surveys for statistical analysis of aflatoxin contamination in pealatésfrom
ICRISAT collected under th®eanutCRSP project was usddr this study The datavas
collected between March arddily 2009 from three province®f KenyanamelyNairobi,
Western(Busa district) and NyanzaHoma bay, Rachuonyo, Kisii Centrahd Kisumu

East districts)

3.2Sampling, data collectionand aflatoxin analysis

A survey exercise was conducted in the three provinces and purposeful sampling was
utilized in identifying vendors that were trading peanutsThe sampling method targeted
areas where peanuts were majorly produced or tradigdobi is a major market outlet of
peanutsand peanut products sourced from within Kenya and other counttibas both
large and small scale peanut processing enterprideésia dstrict is a major peanut
produce has several market outlets for paenandhas a border point with Uganaich

is anothermajor peanut producer characterized by a thriving dposder tradeNyanza
province is ale a leading producer of pedgeand has several peanut processors as well as
a high demand for peanut products.

The data was collected using a questionnaire ssuks addressed were those practhcas t
wererelated to either mould or aflatoxin cantination inpeanuts Some of he variables

collectedfactors consideredhpcluded: gender, age and educational level of trader; the type
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of peanut products in the market which inclugexdided raw kernels, shelled raw kernels,
roasted kernels, peanut butter, boiled kernelsedfkernds, or spoilt kernetspackaging
material used for peanut produatéether it was jute bags, propylene bags, metal tins, PVC
bags, paper, plastic jars, plastic basins, oragdzhsketssource of peanutshether from

own harvest, bought locally or imged from neighboring countriesmode of peanut
product transactiomhether itwas direct or through middlemenature of markebutlets
whether the peanut prodsatveresold through hawking, informal market structures, formal
market structtes, stockistsor supermarketsmode of transporting peanut products to the
marketswhether it was through the useln€ycles, vehicles, boas, cars and donkes.

Other aspectévariablesor factor$ detailedincluded theduration that peanut products took
before being sold the state of marketing structures lescribing the condition of the
roofing materiak, walls, floors and ventilationPost harvesipest and disease control
measures that were donere determinednd varietieof peanuts grownA total of 1260
vendors were intervieweand a peanut sample taken from each interviewee was analyzed
for aflatoxin contaminationwith an indirect competitive ELISAnethodby preparing an
aflatoxinbovine serum albumin conjugate in carbonate coating buffer at 100 ng/mi
concentration and dispensing 150 ul in each well of the Maxkisorp ELISA plats.
Absorbance washen measured at 405 nm in an ELISA plate reatpendix 2) as

described in Mutegi et al. (281

3.3 Categorization of peanut samples according taflatoxin content

Peanut amples were grouped into three categories based on their aflatoxin content:
sampl es with 04 0(40uyky (ctegaryt2pamd>10pg/kgl (Category43).
Aflatoxin categoryO 4 O grepkegentethe European UniofEU) regulatory limit for total
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aflatoxin fa peanuts(EC, 2006§. The category>4-10ug/kg represented peanuts which
could be rejeted in the EU countries but could be acceptedenyaunder theKenya
Bureau of Standards (KEB&gulationg KEBS, 2007 while category>10ug/kg aflatoxin
contaminated peanutsould be rejected under th&EBS standards.The dependent
categorical variable (aflatoxin categoryjvas to be analyzedh relation to predictor
variableswith utilization of multiplecorrespondencanalysis

3.4 Statistical analyss approach

The data was cleanedalidated andcoded for nominal categorical variables. It was then
analyzed for Normality test (ShapiWilk test) and the responseriable &flatoxin level)

was not normally distribute@@= 0.0563; p< 0.001and hence in subsequent analysis it was
to be analyzed through generalized linesrdel GLM). This was done to assess whether
some of the assumptions for subsequent analyses such as multiple regression and principal
component analysisould holdwhen the dependent variable was continuous and when
fitted in a model The data washen analyzedwith contingency tablesinalysis (Pearson
chi-square and Fisher's Exact test methads}thebenchmarkstatistical method against
which results from other statistil methods could be evaluatedulliple correspondence
analysis (MCA)was used to analyze the large categorical variables in -@ilnensional
Euclidean spacePrincipal component analysis (PCAgasapplied toreduce the large data
set into a lower dimension of few but significant variatdes multiple regression athe
statisticalmethodfor handlingmixed predictor varialels when the response variable was
continuous.The data was also analyzed by analysis of variance (ANOVA) for categorical
predictor variables when the response wastinuousthrough generalizetinear model

(GLM). All data wasanalyzedat 5% level of significancewhere applicable andthe
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statisticalanalysiswas done using Genstat™ ddition, STATA version 11 and SPS®"

edition

34.1 Contingency tables analysis (Pearson clsiquare and Fisher's Exact Test
methods)

The datawas analyzed bgontingencyt a b | e s ( P-sqaare} and when tikehcell
counts were below 5 they were analyzedFoly s hExactélest methochiestablishingan

associatiorbetween any two variables

3.4.2 Multiple correspondence analysis (MCA) in categorical data analysis

The daa wassubjected toBurt matrix MCA to makebiplots to show the dependence
structure in the data séihe datato be analyzed hatb be statified into subgroupsince

the data to be analyzed was very large. This duasto the fact tha¥lCA implementation
consists of Singalr Value Decomposition (SVDYr the related Eigenvalue Decomposition
(EVD) of the datal D6 Enza and Greenace, 2012)then Mu | t
aimed to identify a reduced set of synthetic dimensions maxmgizihe explained
variability of the categorical data set. MCA assigns scores to rows (representing the
subjects) and columns (representing the response categories) of a data matrix, yielding a
graphical display of the rows and the columns of the datandtne graphical display
facilitated the intuitive understanding of the relationships among the categories of the

variables.
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3.4.3Principal component analysis in variable reduction

To statistically reduce the number of variables encounteretie study,the data was
subjected tdPCA and 37 principal components were extracted according to the number of
variables beinganalyzed.Only variables with significant factor loadings per principal

component were retained for further analysis.

3.4.4 Multiple regression analysisfor categorical, discreteand continuous variables

In determiningvariablesthat played a significant role in treflatoxin conamination of
peanutsthe data was also analyzed byltiple regression analysis aatso in developing a
model for aflatoxin contamination in peanutom the variables analyzedhe data was
analyzed through GLMQGeneralized linear modelvhen aflatoxin level was used as the
dependent variablén thedetermination of the most significant variables that couldagxpl
aflatoxin contamination in peanuts, Wal@st was used in model fitting by forward and

backward selection of the terriariables).
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CHAPTER FOUR

RESULTS AND DISCUSSION

4.1 Determination of variables that played a significant role in aflatoxin
contamination of peanutsby use of multiple linear regressiorand analysis ofvariance

Results obtained from analysis @hriance ANOVA) for the dataindicated thatl0
variables werestatistically significant inhaving played a significant role in aflatoxin
contamination of the peanufable 4.1A). They included the province where peanuts were
sampledfrom, the education level of peanut venddryge of peanut varieties, storage
period before selling of peanuts in the market, the month when the peanutsawested,

the mode of transacting the peanuts either purchasing them directly from farmers or from
middlemen and neapplication of any peanut protection methods. Leaking of the roof and
the type of materials used on the wall structure and how the peamsg was used, either

full time or part time were also significant.

Western province hathe highest mean for aflatoxicontaminationat 678675.4ug/kg

followed by Nyanza {735.1ug/kg) and finally Nairobi ©33.5 ug/kg).The mean values
were significantly different for Western and Nairobi province@sd=219693.58.

Respondentsvith tertiary level of education had the highest mean for aflata30646.3
ng/kg) followed by those with secondary educatid?{068.4ug/kg), primary education
(57594.4ug/kg and last by those without formal educatidi§6.0ug/kg). The mean value
for those with tertiary education was significantly different froinose with primary

education and those without formal educa(iead=-315887.7)1
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The aflatoxin mean value for not applying gmganutprotectionmethod 291591.3ig/kQ)

was significantly higher than wheapplied 64754.9g/kg; sd=182476.5)Practices such

as drying, sortingand properstorage of peanuts have been documented in reducing
aflatoxin contamination of peanussgnificantly (N'dedeet al, 2012) When the peanut
housing structure was used part time as opposed to full time, it led to less aflatoxin
contaminationof the peanuts (115020)6g/kg part time, 127491.6ug/kg fulltime) and

when roof wadeaking there was more contaminatid20$462.2ug/kg) than when not
leaking(34518.1ug/kg).

Among the peanut varieties under study, the most susceptible varieties with the highest
mean value foraflatoxin contamination included Rethixed (7928993ug/kg), Red
small(593262.73ug/kg), Uganda red(163334.23ug/kg) and Tatu tatu (35464.63[igékg).
peanut varieties with the lowest mean value for aflatoxin contamination included Brown
medium(420.7 ug/kg), Homabay local(1443.8ug/kg) and Brown kubwa (2033.4
ug/kg).Materials for peanut wall structures with the highest mean level for aflatoxin
contamination included blocks(2.00E+07 pg/kg) and bricks(4.00E+05 pgftgdies
conducted by Mutegi et al.(2009) in western Kenya observed thatimg mproved
cultivars would lower the odds ddflatoxin contaminabn to a halfthose for local

landraces

Compared to the rest of the harvestimgpnths January and June, mean of 1.00E+03
pg/kg) for the peanuts, peanuts harvested in October had the higkast for aflatoxin
contamination (2.00E+0fg/kg). This is the month when eecent incident of aflatoxin

food cotamination occurred in the year 2011 wirenctor and Allan East Africa, a cereal
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manufacturer, recalled 25 tons of contaminated Unimix (a-pigtein mix containing corn

flour) destined for relief efforts in droughffected areas of Keng@roheet al., 2011)
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Table 4.1A: Determination of significant variables in aflatoxin contamination of peanuts

Source of variation Seq. SS df MS F Prob>F
Model 1.02E+15 132  7.71E+12 5.84 0.0000
Province 7.02E+13 2 3.51E+13 26.59 0.0000
District 2.08E+10 9 2.31E+09 0.00 1.0000
Peanut variety 6.59E+13 17 3.88E+12 2.94 0.0001
Peanut sample type 3.21E+12 8 4.02E+11 0.30 0.9645
Packaging material 1.29E+13 8 1.61E+12 1.22 0.2833
Mode of transportation 3.36E+12 6 5.61E+11 0.42 0.8629
Where samples were sourced from 3.89E+12 8 4.86E+11  0.37 0.9375
Duration before storage of peanuts 6.57E+12 2 3.29E+12 2.49 0.0837
Storage period before selling of

peanuts 1.75E+14 8 2.19E+13 16.61 0.0000
Year of harvest 2.06E+10 1 2.06E+10 0.02 0.9007
Month of harvest 5.80E+13 12 4.83E+12 3.66 0.0000
Type of vendor 1.09E+13 5 2.17E+12 1.65 0.1453
Mode of transaction 1.12E+13 1 1.12E+13 8.46 0.0037
Gender of respondent 7.99E+11 1  7.99E+11 0.61 0.4368
Age of respondent 5.41E+12 6 9.02E+11 0.68 0.6637
Education level of respondents 6.39E+13 3 2.13E+13 16.13 0.0000
Sieving as protection method 1.05E+12 1 1.05E+12 0.80 0.3719
Sorting as protection method 2.77E+12 1 277E+12 2.10 0.1482
Tumbling as protection method 2.23E+12 1 2.23E+12 1.69 0.1938
Drying as protection method 1.91E+12 1 191E+12 1.44 0.2299
Nonruse of protection methods 7.78E+12 1 7.78E+12 5.89 0.0154
Roofing materials 7.36E+12 6 1.23E+12 0.93 0.4733
Leaking of roof 1.06E+13 1 1.06E+13 8.01 0.0048
Materials used for walls 4.66E+14 9 5.18E+13 39.19 0.0000
Presence of crevices in house 3.46E+11 2 1.73E+11 0.13 0.8774
Use of pallets 4.47E+11 1 447E+11 0.34 0.5609
Hygiene of pallets 1.53E+11 2 7.65E+10 0.06 0.9438
Hygiene of floor 3.23E+12 1 3.23E+12 2.45 0.1182
Insects in house 4.09E+12 1 4.09E+12 3.10 0.0788
Floor cracked 4.08E+12 1 4.08E+12 3.09 0.0793
Type of floor 7.41E+12 2 3.70E+12 2.81 0.0611
Enough lighting 1.26E+11 1 1.26E+11 0.10 0.7571
Windows present 3.41E+10 1 3.41E+10 0.03 0.8723
House used fulltime/patime 5.56E+12 1 5.56E+12 4.21 0.0405
Musty smell in house 6.31E+11 1 6.31E+11 0.48 0.4896

Note: Figure in boldndicate significant variable® squared0.504 Adjusted R squared.4177
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Results frommultiple regression analysigdicated that 7variables were statistically
significant in having played a significant role in aflatoxin contamination of the peanuts
(Table 4.8B; Appendix1). Compared with respondents without formal educattbnse

with tertiary education were significant ioontributing to aflatoxin contamination of
peanuts.They had higher mean for aflatoxoontamination than those without formal
education (Table 4.1Aand this could be attributed to the use of plastic jarshe
preferencepeanutpackaging materiéifig 4.6) which had been associated with aflatoxin
contamination categoryl0 pg/kdTable 4.6) In reference to mud floogementedloors

were significantly contributing to aflatoxin contamination of pearidé&anuts harvested in

the month of October were more contaminated than those harvested in J#vhemythe
peanut housing structure was used part time as opposed tontilitied to significantly
lessaflatoxin contaminationCompared to peanseeds thatvere in pods, peangamples

that were taken from spoilt peanwtere significantly more aflatoxicontaminatedThis
observationwas in agreement with Mutegi et al.(2013) wfound out that the most
aflatoxin contaminated peanut products in Kenyan peanut market were peanut butter and
spoilt peanut products.

Theuse of blocks as wall materials as compared when there is no wall in the peanut house
structure led to significantlmore aflatoxin levels in the peanuttoring peanuts for a
period of 6 months before selling them significantly enhanced aflatmataminationas

compared to storage period of 1 month.
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Table 4.1B: Parameter estimates from multiple regres$oorsignificant variables

Parameter Estimate s.e. t(757) t pr. Factor reference level
Constanfintercept) -1E+06 1811903 -0.74 0.457

Respondents with primary educatio 72069 148771 0.48 0.628 No formal education
Respondents with seconda

education 225094 171813 1.31 0.191

Respondents with tertiary educatior 969996 318562  3.04 0.002

Cemented floor 447687 199922 2.24 0.025 Mud floor

Wooded floor 370732 724309 0.51 0.609

February harvest 156506 1013169 0.15 0.877 January harvest
March harvest -289327 747854 -0.39 0.699

April harvest -61718 579947 -0.11 0.915

May harvest 153201 596828 0.26 0.797

June harvest -10611 558305 -0.02 0.985

July harvest -115364 554210 -0.21 0.835

August harvest -15394 573153 -0.03 0.979

September harvest -24323 622313 -0.04 0.969

October harvest 2146804 628746 3.41 <.001

November harvest -3338 560019 -0.01 0.995

December harvest 172096 569389 0.3 0.763

Unknown harvest month -335300 1360364 -0.25 0.805

House used part time 248258 123268 2.01 0.044 House used fulltime
Whole seed(shelled) peanuts 173918 215880 0.81 0.421 Peanutseeds in pods
Roasted peanuts 252114 278775 0.9 0.366

Peanut butter 93756 408245 0.23 0.818

Boilled peanuts -91643 409342 -0.22 0.823

Podded peanuts 48601 823939 0.06 0.953

Fried peanuts 461541 354235 1.3 0.193

Spoilt peanuts 800811 325926 2.46 0.014

Other peanut products -51830 738878 -0.07 0.944

Concrete wall -263924 731266 -0.36 0.718 No wall

Iron sheets as wall -188875 724332 -0.26 0.794

Timber walled -90193 873474 -0.1 0.918

Brick walled 30685 752396 0.04 0.967

Cement & sand walled -363747 1024948 -0.35 0.723

Reeded mats walled 161496 1053443 0.15 0.878

Mud walled -234583 1123245 -0.21 0.835

Blocks as wall 1.2E+07 967007 12.15 <.001

Sticksas wall -375273 1517932 -0.25 0.805

2 months irstorage before selling 9785 100526 0.1 0.922 1 months irstorage before
3 months irstorage before selling 123336 137477 0.9 0.37 selling

4 months irstorage before selling 131859 265094 0.5 0.619

5 months instorage before selling 16087 915200 0.02 0.986

6 months irstorage before selling 3813293 516356 7.39 <.001

7 months irstorage before selling -114279 1312224 -0.09 0.931

10 months irstorage before selling 315689 1194599 0.26 0.792

20 months instorage before selling 196546 1230035 0.16 0.873

Figures in bold indicate significant variableseference to given factor reference lefpt0.05)
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4.2 Evaluation of applicability of Multiple correspondence (MCA) and Principal
componentanalyseg(PCA) in interpretation of aflatoxin contamination of peanuts

In trying to establish if there could be amgsociation for more thatwo categorical
variablesmultiple correspondence analysiasappliedand thefollowing information was
obtained.In Nairobi malesdominated the peanut traddile in Nyanza it was the females
who dominatedt (Figure 4.1).The peanut varieties traded in Nairobi included White small,
Red kubwa, Unknown, Red medium and Mixed browmris&ties in Nyanza included
Brown medium, Mixed white, White medium, Brown kubwa and Homabay local while in
Western province the varieties included Uganda red, Mbilimbili, Red small, Mixed variety,

Red mixed and Brown small
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Figure 4.1: The role ofgender in the peanut trade in the provinces disttibution of
peanutvarieties

Direct transactiorin the peanutrade wasassociated witlaflatoxin contaminatiorcategory
04 Og (Fik.gt.2)When middlenen were involved, then aflatoxincontaminationwas
associated witithe category>10 pgkg. Peanut samples obtained from suparkets
formal openair market andstockiss were associated with aflatoxin categoy4 (kg /
while those obtained fromhawkers andnformal openrair market wereasseiated with

aflatoxin category>10 pg/kg Formal operair markes differed frominformal openrair
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