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components. 
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ABSTRACT 

 In a study about the factors that contributed to the risk of aflatoxin contamination of 

peanuts in the Peanut CRSP project in Kenya, contingency table analysis (Pearsonôs chi-

square) was used to analyze a large mixed data set from a survey. The data was collected 

between March and July 2009 from three provinces in Kenya namely Nairobi, Western and 

Nyanza. Data analysis with contingency tables has limitations since it cannot allow for 

testing of statistical significance, variables with many categories produce large tables that 

were difficult to read and the Chi-square test cannot provide predicted values and can only 

be used to analyze the effect of a single categorical variable on the response.  This study 

was intended to identify more sensitive statistical methods that could overcome the above 

limitations by analyzing the data using multiple regression analysis, analysis of variance 

(ANOVA), Principal component analysis (PCA) and Multiple correspondence analysis 

(MCA). With such methods, 12 factors were identified as having played a significant role 

in enhancing aflatoxin contamination of peanuts. Principal component analysis was useful 

in reduction of the large data set of 37 variables into a lower dimension of six variables and 

in constructing data composites for MCA. Multiple correspondence analysis was applicable 

in the interpretation of aflatoxin contamination of peanuts by establishing associations for 

more than two categorical variables in a low-Euclidean dimensional space and was an 

excellent heuristic for getting into complex multi-factorial data than contingency tables. 

There is need for further studies on some of the variables that were identified as having 

played a significant role in aflatoxin contamination of the peanuts, especially those to do 

with peanut storage and housing conditions in order to qualify the findings. 
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CHAPTER ONE 

INTRODUCTION  

1.1 Background information 

Peanuts are highly prone to aflatoxin contamination due to their susceptibility to 

Aspergillus molds that produce aflatoxin under favourable conditions. The threat of 

aflatoxin contamination to human and livestock health has caused a serious challenge in the 

international peanut markets and has seriously hampered the export business in developing 

countries (Nautiyal, 2003; Wagacha and Muthomi, 2008). Developed countries, which 

import peanuts, have set stringent total aflatoxin contamination limits for foodstuffs 

ranging from 4 to 10 µg kg
-1

 (compared to WHOôs 15 Õg kg
-1

 for total aflatoxin). The 

major aflatoxin-producing fungi, Aspergillus flavus and A. parasiticus whose native habitat 

is the soil, can invade peanut seed in the field before harvest or during postharvest, 

including drying and curing, in storage and transportation (Horn, 2003; Abbas et al., 2009). 

In the statistical analysis of aflatoxin contamination of peanuts, contingency table analysis 

(Pearsonôs Chi-squared test) and t-test have been used (Mutegi et al., 2012). Other 

statistical techniques commonly used include Fisherôs Exact probability t est, G-Statistics 

and Z-test. However, exploitation of these tests depends on some conditions. Even though 

these conditions are met, there are still problems in interpretation of the results because 

obtained data are general and limited (Akrurk et al., 2007). The t-test and contingency 

tables (ɢ
2
 test) analyze the effects of a single variable at a time and are part of univariate 

and bivariate methods of data analysis.  
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In real situations, several factors act simultaneously towards aflatoxin contamination in 

peanuts.

Multivariate analysis methods have the advantage of bringing in more information to bear 

on specific outcome and they take into account the continuing relationship among several 

variables (Anon, n.d; Shiker, 2012). Additionally, they allow easier visualization and 

interpretation of the data and more data can be analyzed simultaneously thereby providing 

greater statistical power. Regression models give more insight into relationships between 

variables and the focus is normally on relationships rather than on isolated factors. 

Multivariate statistics have been utilized in the statistical analysis of aflatoxin 

contamination and other mycotoxins in maize and other agricultural products. They are 

widely used to solve practical problems in an effective way in geology, meteorology, 

hydrology, medicine, industry, agriculture and economics (Alonso et al., 2011; Khatoon et 

al., 2012; Shiker, 2012). However, they are particularly important in social science research 

because social researchers are generally unable to use randomized laboratory experiments 

like those used in medicine and natural sciences (Shiker, 2012).  

1.2 Problem statement 

In many occasions but particularly the year 2004, several hundred Kenyans became 

severely ill and 125 died of acute aflatoxicosis: a disease of liver failure associated with 

consuming extremely high levels of aflatoxin in food. Aflatoxin-contaminated home-grown 

maize was the source of the outbreak (Lewis et al., 2005). While this severe outbreak was 

devastating, far more individuals suffer from diseases associated with lower chronic levels 

of aflatoxin consumption in maize and peanuts. The primary disease associated with 
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aflatoxin intake is hepatocellular carcinoma (liver cancer). This disease is the third-leading 

cause of cancer death globally according to WHO with about 600000 new cases each year 

and eighty-three percent of these deaths occur in Sub-Saharan Africa and East Asia. Some 

of the factors which had been implicated in aflatoxin contamination of maize and peanuts in 

Kenya included agro ecological zones, poor harvesting and storage of produce and 

susceptible cultivars (Barrett, 2005; Mutegi et al., 2009). 

In a study investigating factors that contributed to the risk of aflatoxin contamination of 

peanuts in Kenya under the Peanut CRSP project, contingency table analysis (Pearsonôs 

chi-square) was used to analyze a large mixed data set from a survey (Mutegi et al., 2012). 

Contingency tables are easy to set up, easy to understand, are useful because little or no 

understanding of statistical concepts is necessary for interpretation and readers can easily 

observe patterns of association and can see if the pattern is weaker across some rows. 

However, they have several disadvantages including: not precisely measuring the nature of 

association between two variables and variables with many categories requires large tables 

that are difficult to read. Again, categories with few observations obfuscate the bivariate 

association and the Chi-square test cannot provide predicted values. Above all contingency 

tables can only be used to analyze the effect of a single categorical variable on the 

response. Therefore the current study was intended to overcome the above limitations by 

identifying suitable and better statistical methods that can be applied when mixed large data 

sets are encountered in the study of aflatoxin contamination of peanuts. 

1.3 General objective 

The main objective for this research was to identify suitable statistical method(s) for 

analyzing large and complex mixed data sets from surveys for aflatoxin contamination of 
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peanuts. The suitable statistical methods were those that were more sensitive in producing 

accurate results than categorical data analysis by means of contingency tables. 

1.4 Specific Objectives  

The specific objectives of this study were to: 

a) Determine variables that play a significant role in aflatoxin contamination of peanuts 

by use of multiple linear regression and analysis of variance. 

b) Evaluate the applicabili ty of Principal component and Multiple correspondence 

analysis in interpretation of aflatoxin contamination of peanuts.  

c) Evaluate the applicability of Multiple correspondence analysis in interpretation of 

identified significant variables compared to contingency table analysis (Pearsonôs 

Chi-square). 

1.5 Justification and significance of the study 

The study will increase and promote the adoption of less familiar statistical analysis options 

available to researchers in the field of aflatoxin contamination in peanuts and help to 

increase the validity of presentation of research findings. The identified statistical methods 

will  contribute significantly to enhanced prediction of the risk of aflatoxin contamination in 

peanuts in relation to the sources of contamination. This will aggrandize future research and 

contribute to the development of suitable policies for handling of peanuts. Ultimately, this 

will lead to minimized health risk to humans and animals, enhanced peanut trade as well as 

contribute to better methods of awareness creation. 
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1.6 Hypothesis 

H0: ɓ1 = ɓ2 = ... ɓk = 0  

HA: At least one ɓ is not zero 
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CHAPTER TWO  

LITERATURE REVIEW  

2.1.Peanuts production 

Peanut is the sixth most important oil seed crop in the world. The botanical name for 

peanut, Arachis hypogaea Linnaeus, is derived from two Greek words, Arachis meaning a 

legume and hypogaea meaning below ground, referring to the formation of pods in the soil. 

Peanut is an upright or prostrate annual plant. It is generally distributed in the tropical, sub-

tropical and warm temperate zones (Nautiyal, 2003). It contains 48-50% oil, 26-28% 

protein and is a rich source of dietary fibre, minerals and vitamins (Rachier et al., 2010). 

China and India are the world's leading peanut producers accounting for nearly 60% of the 

production and 52% of the crop area. India cultivates about 7.74 million hectares and 

produces 7.61 million tonnes of peanut with the productivity level of 991.8 kg ha
-1

. Nigeria 

is the major peanut producer in Africa, while in Latin America almost one half of the total 

peanut produced in that region may be credited to Argentina (Nautiyal, 2003). 

Peanut production in Kenya is common in Western and Nyanza provinces. It is however 

produced in smaller amounts in other parts of the country such as Eastern, Rift valley and 

pockets of Coast province. Common varieties grown include ICGV 99568, ICGV 90704, 

Homa bay local, Valencia Red, ICGV 12988, ICGV 12991, JL24 and CG7, the latter four 

being improved varieties introduced by ICRISAT (Mutegi et al., 2013; Okoko et al., 2009). 

Other groups of peanuts such as Virginia and Spanish types are being evaluated at various 

KARI centers (Rachier et al., 2010). 

According to Rachier et al. (2010), the crop is used for subsistence, cash-income and 

provides raw materials for agro-based industries. As food, peanut is used for human 
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consumption in the form of raw, boiled or roasted nuts. It is also pounded and used as 

vegetable oil for cooking or made into paste and eaten with sweet potatoes, cassava and 

bananas. As a cash crop, peanut is sold in the local market as boiled unshelled, raw 

unshelled, raw shelled and shelled roasted nuts while some is sold in the confectionery 

trade as peanut butter (Fig. 2.1), peanut sugar, peanut candy and peanut brittles among 

other products (Mutegi et al., 2013). 

 

Figure 2.1: peanut butter 

2.2 History of Aflatoxin  

Aflatoxins were discovered about 40 years ago after an outbreak of Turkey X disease in 

England (ICRISAT, 2000; Yu, 2012). The disease was caused by toxins in Brazil nut meal 

infected with Aspergillus flavus and the toxins were named as óaflatoxinsô. Aflatoxin is 

mainly produced by Aspergillus flavus and A. parasiticus that can grow on different 
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substrates but particularly on poorly managed agricultural crops like maize and peanuts 

(Fig.2.2). It belongs to a group of toxic substances called mycotoxins (Sweets and Wrather, 

2009).  At least 14 mycotoxins are known carcinogens, with the aflatoxins having assumed 

economic importance because of their influence on the health of humans, livestock and on 

the marketability of agricultural products (ICRISAT, 2000; Wild and Turner, 2002; Klich, 

2007; Wagacha and Muthomi, 2008; Wild and Gong, 2010).  

 

Figure 2.2: peanuts contaminated with mould 

2.3 Aflatoxin types 

 According to Yu et al.(2012), among the 16 structurally related aflatoxins that have been 

characterized, there are only four major aflatoxins, B1, B2, G1, and G2 (also named as AFB1, 

AFB2, AFG1 and AFG2 respectively), that contaminate agricultural commodities and pose a 

potential risk to human and livestock health. Aspergillus flavus produces AFB1 and AFB2. 



8 
 

Aspergillus parasiticus produces AFB1, AFB2, AFG1 and AFG2. Of the four aflatoxins, 

aflatoxin B1 is the most potent hepatocarcinogenic compound (IARC, 2002; Yu, 2012). 

Other significant members of the aflatoxin family, M1 and M2, are oxidative forms of 

aflatoxin B1 modified in the digestive tract of some animals and isolated from milk, urine 

and feces. Aflatoxin B2A, G2A which may be produced in minor amounts have been 

isolated from cultures of A. flavus and A. parasiticus (Varga et al., 2009). A number of 

closely related compounds namely aflatoxin GM1, parasiticol and aflatoxicol are also 

produced by A. flavus (ICRISAT, 2000; IARC, 2002). 

Some other species that produce aflatoxin are Aspergillus nomius, Aspergillus pseudotamarii, 

Aspergillus bombycis, Aspergillus ochraceoroseus, Emericella venezuelensis, Aspergillus 

parvisclerotigenus, Aspergillus rambellii and Emericella astellata (Klich, 2007; Yu, 2012). 

2.4 Factors favouring aflatoxin contamination  

 

Pre-harvest factors which contribute to aflatoxin contamination in peanuts include the 

presence of  A. flavus in soil and air, use of susceptible cultivars, end-of-season moisture 

stress to the crop for more than 20 days, mean soil temperatures of 28-31
o
C in the pod 

zone, growth cracks and mechanical injury to the pod (Fig.2.3), insect damage to pods by 

termites or pod borers, disease attack (stem, root and pod rots) at pod maturity stage and 

nematode damage to the pod (ICRISAT, 2000; Williams et al., 2004; Liang, 2006; Wang et 

al., 2010; Wu and Khlangwiset, 2010). 
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Figure 2.3: Some mechanically damaged peanut pods 

The postharvest factors which contribute to aflatoxin contamination of peanuts include 

harvesting an over mature crop, mechanical damage to the pod at the time of harvest, 

stacking the harvest when pod moisture is more than 10% or under high humidity 

conditions, damage to the pod by insects during storage, storing haulms with immature or 

small pods which they tend to contain more aflatoxins, gleaning pods from the soil after 

harvest and rewetting stored pods due to factors like ground-moisture or roof leakage 

(ICRISAT, 2000; Cornell University, 2008; Nigam et al., 2009). 

2.5 Natural  occurrence of aflatoxin 

Two fungi, Aspergillus flavus and Aspergillus parasiticus mainly produce aflatoxin. It is 

most frequently reported in the field in oilseed crops including maize, cotton, peanuts, tree 
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nuts and rarely in other crops. The reason for this may be partly biogeographical: these 

crops are grown in the latitudes where A. flavus is most frequently reported. Another 

possible reason may be the carbon utilization pattern of A. flavus. In cottonseed and maize, 

A. flavus first utilizes free saccharides and then oil before using starch (Klich, 2007).  

The Aspergillus flavus and A. parasiticus can invade peanut seed in the field before harvest, 

during postharvest, drying, curing and in storage and transportation (Wagacha and 

Muthomi, 2008; CDC, 2012). Pre-harvest infection is significant in the semi-arid tropics, 

especially when end-of-season drought occurs (Rustom, 1997; Klich, 2007). In peanuts, 

experiments with drought stress and controlled soil temperatures (85ï100 days after 

planting) demonstrated that drought stress and temperatures of 29°C yielded the greatest 

number of colonized edible grade peanuts and high aflatoxin levels (Klich, 2007). High 

temperatures and drought stress affect the physiology of plants, and therefore stressed 

plants may be more susceptible to infection or aflatoxin production. For instance, drought 

stress induces a great increase in proline production in plants and proline has been reported 

to enhance aflatoxin production (Reddy et al., 2003). Formation of some phytoalexins 

which are antimicrobial compounds produced by some plants is inhibited by drought stress. 

 Another possibility according to Klich (2007) is that the fungi that normally compete with 

A. flavus in the soil do not grow as readily under these conditions, giving A. flavus a 

competitive advantage. Even among other Aspergillus species, the temperature range for 

growth of A. flavus (25ï42°C) is higher than for many other species and A. flavus is fairly 

xerotolerant. 
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Poor post-harvest conditions in warm humid areas, bad harvesting and storage practices 

lead to rapid development of the fungi and higher levels of toxins (Wagacha and Muthomi, 

2008). This is especially true in developing countries where preventive measures are 

frequently ignored. Other food products contaminated with aflatoxins include cereals 

(maize, sorghum, pearl millet, rice, and wheat), oilseeds (soybean, sunflower, and cotton), 

spices (chili, black pepper, coriander, turmeric and zinger), tree nuts (almonds, pistachio, 

walnuts and coconut) and milk (ICRISAT, 2000; IARC, 2002). 

Diet is the major way through which humans and animals are exposed to aflatoxin. Apart 

from this, exposure to aflatoxin can be through ingestion of contaminated milk containing 

aflatoxin M1 (metabolite of AFB1). Other reported avenues of exposure include aflatoxin 

inhalation and absorption through skin (Wagacha and Muthomi, 2008). Occupational 

exposure to aflatoxins in agricultural workers, people working in oil mills and granaries has 

been reported (ICRISAT, 2000; IARC, 2002; Wild and Gong, 2010; CDC, 2012). 

2.6 Effects of aflatoxin contamination on peanut trade 

According to FAO estimates, 25% of the world food crops are affected by mycotoxins each 

year. Crop loss due to aflatoxin contamination costs US producers more than $100 million 

per year on average including $ 26 million to peanuts (Klich, 2007). Production of aflatoxin 

due to the invasion of aflatoxin-producing fungi to peanut pod/kernel is a serious problem 

in the trade of peanuts in the international market. This has seriously hampered the export 

business of developing countries especially where the crop is grown under rain fed 

conditions (Mejia and Lewis, 2002; Wagacha and Muthomi, 2008).The aflatoxin 

contamination does not affect crop productivity but it makes produce unfit for consumption 
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as toxins are injurious to health. The marketability of contaminated produce, particularly in 

international trade is diminished to nil due to stringent standards of permissible limits on 

aflatoxin contamination set by the importing countries (Klich, 2007; Coulibaly, 2008). 

Developed countries that import peanuts have set total aflatoxin contamination limits for 

foodstuff ranging from 4 to 10µg kg
-1

 and this has resulted in import restrictions on 

aflatoxin-contaminated produce. As a result, many developing countries have been unable 

to export their peanuts and peanut products (Otsuki et al., 2001).  

In developing countries, food safety is a major problem where detection and 

decontamination policies are impractical. Due to food shortage in those countries, routine 

consumption of aflatoxin-contaminated food is widespread (Guo et al., 2009).Outbreaks of 

acute aflatoxicosis from contaminated food in humans has been documented in Kenya, 

India, Malaysia and Thailand. The largest and most severe outbreak of acute aflatoxicosis 

occurred in Kenya during 2004 and involved 317 cases and 125 deaths, mainly among 

children due to consumption of aflatoxin-contaminated corn (CDC, 2004; Lewis et al., 

2005; Guo et al., 2009). 

2.7 Effects of aflatoxin contamination on health 

Aflatoxin contamination in grain poses a great threat to human and livestock health 

(Wagacha and Muthomi, 2008). Epidemiological, clinical, and experimental studies reveal 

that exposure to large doses (above 6000mg) of aflatoxin may cause acute toxicity with 

lethal effects whereas exposure to small doses for prolonged periods is carcinogenic 

(Groopmann et al., 1988; Wild and Turner, 2002; Klich, 2007; Wild and Gong, 2010; Liu 

and Wu, 2010; CDC, 2012). After wide experimentation on many animal species like rats 
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and rainbow trouts, aflatoxin especially aflatoxin B1 is confirmed as a potent carcinogen 

(IARC, 1993; NIEHS, 2007; Klich, 2007; Cornell University, 2008). 

During the 16
th
 Aspen cancer conference, aflatoxicosis was reported in several countries 

such as India, China, Thailand and a number of African countries (ICRISAT, 2000). 

Studies on aflatoxin exposure and incidence of liver cancer by Groopmann and Wild (1996) 

in places like China and West Africa showed that the situation was alarming. Aflatoxin acts 

synergistically in the presence of confounding factors that include malnutrition, malaria, 

HIV/AIDS, kwashiorkor, alcoholic liver disease and Hepatitis B and C in the etiology of 

cancer (Rensburg et al., 1985; Debrah and Waliyar, 1996; NIEHS, 2007; Wagacha and 

Muthomi, 2008; Wild and Gong, 2010). 

Foetal and childhood environment, including the nutritional status of the pregnant mother 

and the infant are considered critical for growth and risk of disease in earlier life. Apart 

from this, children are also exposed to high levels of mycotoxins of which aflatoxins are a 

key concern. Aflatoxins are immunogenic, teratogenic and retard growth among humans 

and experimental animals (Hendrickse, 1984; Klich, 2007; Hell et al., 2008). A study in 

West Africa showed a significant correlation between aflatoxin exposure and stunted 

growth in children who are exposed to aflatoxin right from neonatal stages while other 

studies have shown that aflatoxins have the capacity to cross the placental barrier and can 

cause genetic defects at foetal stages (Maxwell et al., 1998; Gong et al., 2002). 

2.8 Control of aflatoxin contamination in peanuts 

Since Aspergillus flavus and A. parasiticus can invade peanut seed in the field before 

harvest, during postharvest, drying, in storage and transportation, then it is possible that 
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aflatoxin contamination can be minimized by adopting certain improved cultural, produce 

handling and storage practices (Wagacha and Muthomi, 2008). However, these practices 

are not widely adopted particularly by the small farmers in developing countries, who 

contribute about 60% to the world peanut production (ICRISAT, 2000). 

Pre-harvest strategies for controlling aflatoxin contamination include use of aflatoxin-

resistant peanut varieties, selecting sound seed and treating them with Manganese ethylene 

bisdithiocarbante (Diathane M45) at 3g/kg before planting.  Applying farm yard manure at 

5-10 tons/ha, Trichoderma harzianum at 1kg/ha and anhydrous calcium sulphate (gypsum) 

at 400-500 kg/ha during flowering stage are effective measures for controlling aflatoxin 

contamination in peanuts in the field. Other strategies include maintaining optimal plant 

population in the field at 33m
2
 (Figure 2.4), avoiding  end-of-season drought with irrigation 

if possible, controlling foliar diseases using chlorothalonil (Kavach) with 1-2 sprays, 

removing dead plants from the field and harvesting the crop at right maturity (ICRISAT, 

2000; Liang, 2006; Klich, 2007;Wagacha and Muthomi, 2008; Wang et al., 2010). 
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Figure 2.4: maintaining optimal peanut population in the field 

Postharvest strategies for controlling aflatoxin contamination include avoiding mechanical 

damage to the pods by inserting the plough below the pod zone at harvest and drying the 

harvested produce for 3-5 days using the inverted windrow method until the pod moisture 

is below 8% (Fig.2.5).  
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Figure 2.5: Inverted windrow drying method for peanuts in the field 

Other postharvest strategies include threshing the pods immediately after drying, avoiding 

stacking when using mechanical threshers, using appropriate sieves based on pod size so 

that immature pods are blown off, removing mechanical and insect damaged pods and 

separating the fully mature large pods for raw consumption from the remaining produce 

that are used for oil extraction. Good practices for controlling aflatoxin contamination also 

entails not mixing the gleaned pods with the main produce, stacking the pod-filled gunny 

bags on a wooden plank and storing them in well aerated waterproof storage, preventing 

insect damage to the pods in storage and removing all immature pods attached to the 
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haulms (ICRISAT, 2000; Williams et al, 2004; Klich, 2007; Wagacha and Muthomi, 2008; 

Wu and Khlangwiset, 2010).  

2.9 A review of the selected statistical methods for the data analysis 

Contingency table analysis is more often used with non-metric data which is nominal or 

ordinal. The advantages of contingency tables is that they are easy to set up and easy to 

understand. They are useful because little or no understanding of statistical concepts is 

necessary for interpretation and little technical know-how is necessary to build tables. 

Readers can easily observe patterns of association and can see if the pattern is weak across 

some rows (Namuth-Covert, Merk and Haines, 2012). However, they have the 

disadvantages of not allowing for testing of statistical significance or precisely measuring 

the association between two variables. Again variables with many categories require large 

tables that are difficult to read and categories with few observations can obfuscate the 

bivariate association (Clark, 1976; Dallal, 2000). 

Regardless of the level of scaling, contingency tables are conventionally analyzed with chi-

squared test. However, for this test to be useful the cell counts must be greater than or equal 

to some number (usually 5), otherwise this leads to the collapsing of the table and results in 

lost information (Namuth-Covert,  Merk  and Haines 2012). To counteract this effect, 

Fisherôs Exact Test is used (Lowry, 1999; Routledge, 2005). Chi-square test again cannot 

provide predicted values and can only be used to analyze the effect of a single categorical 

variable on the response. These statistical limitations of contingency tables analysis can be 

overcome by fitting the data with regression model to provide predicted values and the 

application of multiple correspondence analysis (MCA) when the categorical data set is 

large (Greenacre, 2006; Greenacre and Blasius, 2006). 
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Principal component analysis (PCA) is a powerful statistical tool for analyzing data of high 

dimension by reducing the number of dimensions without much loss of information (Smith, 

2002). By reducing the dimensionality of original data, PCA can often simplify many 

analyses. The disadvantage of this statistical technique is that interpretation can be more 

difficult since it is no longer possible to work with the original variables and the principal 

components are heavily affected by the scaling of variables (Anon, 1996). To overcome the 

above limitation of PCA, MCA can be utilized in the data analysis. 

The MCA aims to identify a reduced set of synthetic dimensions maximizing the explained 

variability of the categorical data sets in question. The advantage in using MCA to study 

associations of categorical data are then to obtain a simplified representation of multiple  

associations characterizing attributes as to remove noise and redundancies in data. The 

exploratory and visualization based approach characterizing MCA provides immediate 

interpretation of the results. 

However, the applicability of MCA on very large categorical data streams is limited due to 

the required Singular Value Decomposition (SVD). The applicability of SVD to large and 

high dimensional data is unfeasible since it requires a computational time that is quadratic 

in the data size. Furthermore, the SVD input matrix must be complete and stored in 

memory. This problem can be overcome by stratifying the data into different subgroups 

according to an external criterion related to time or another identified characteristic (Glynn, 

2012; DôEnza, 2012).  The other disadvantage of MCA is that it reconstructs a small part of 

the data, is sensitive to outliers and may yield solutions that display objects and categories 

in 2 dimensions in a horse-shoe shaped form known as Guttman effect (Groenen et al., 

1998). To a great extent, these limitations can be overcome by fitting the data to a 
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regression model or data analyzed using Detrended correspondence analysis (Greenacre, 

1984). 

 

Principal Component analysis assumes a normal distribution and hence continuous 

variables. Multiple correspondence analysis on the other hand makes few assumptions on 

the nature of the distribution of individual variables and is more appropriate in the context 

of discrete and categorical variables (Shimeles and Thoenen., 2005). 

2.9.1 Contingency table (cross tabulation) 

The contingency table was first used by Karl Pearson in 1904. This is a type of table in a 

matrix format that displays the (multivariate) frequency distribution of variables. A cross 

tabulation is a joint frequency distribution of cases based on two or more categorical 

variables (Michael, 2001). The joint frequency distribution can be analyzed with the chi-

square to determine whether the variables are statistically independent or if they are 

associated. If a dependency between variables does exist, then other indicators of 

association, such as Cramerôs V and gamma; Sommerôs d, and so forth, can be used to 

describe the degree which the values of one variable predict or vary with those of the other 

variable. More advanced techniques such as log-linear models and multinomial regression 

can be used to clarify the relationships contained in contingency tables (Michael, 2001; 

Howell, n.d). 

2.9.2 Pearsonôs Chi-square test 

The test serves both as a "goodness of- t" test, where the data are categorized along one 

dimension and as a test for the contingency table, in which categorization is across two or 

more dimensions (Howell, n.d). 
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It is calculated as: 

ɉ
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= ii EO -
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where ɉ
2
=Pearsonôs cumulative test statistic which asymptotically approaches a ɢ

2
 

distribution 

        Oi=an observed frequency 

       Ei=an expected frequency asserted by the null hypothesis 

       n=the number of cells in the table. 

The Chi-squared statistic can then be used to calculate a P-value by comparing the value of 

the statistic to a Chi-squared distribution. The number of degrees of freedom is equal to the 

number of cells (n), minus the reduction in degrees of freedom (Shepard, 2008). 

The chi-square test has four assumptions whereby the sample data is taken as a random 

sampling from a fixed distribution or population where each member of the population has 

an equal probability of selection. A sample with a sufficiently large size is also assumed 

otherwise Type II error will be committed with small samples (Michael, 2001). An 

adequate expected cell count of 5 or more in all cells of a 2-by-2 table, and 5 or more in 

80% of cells in larger tables with no cells with zero expected count is assumed. When this 

assumption is not met, Yates's Correction is applied (Key, 1997). Lastly the observations 

are always assumed to be independent of each other and if not, McNemarôs test is applied 

(Smith, 1996).  
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2.9.3 Pearson product-moment correlation coefficient 

The strength of the linear association between two variables is quantified by the correlation 

coefficient(r), which is also known as Pearson product moment correlation coefficient. 

Given a set of observations (x1, y1), (x2, y2), ...(xn, yn), the formula for computing the 

correlation coefficient is given by: 

ö
ö

÷

õ

æ
æ

ç

å -

ö
ö

÷

õ

æ
æ

ç

å-

-
= ä

yx
s

yyxx

n
r

s1

1
 

The correlation coefficient takes a value between -1 and 1, with 1 or -1 indicating perfect 

correlation. A positive correlation indicates a positive association between the variables in 

which increasing values in one variable corresponds to increasing values in the other 

variable. A negative correlation indicates a negative association between the variables. A 

correlation greater than 0.8 is generally described as strong, whereas a correlation less than 

0.5 is generally described as weak. These values can vary based upon the "type" of data 

being examined. A study utilizing scientific data may require a stronger correlation than a 

study using social science data. A correlation value close to 0 indicates no association 

between the variables.  

Since the formula for calculating the correlation coefficient standardizes the variables, 

changes in scale or units of measurement will not affect its value. For this reason, the 

correlation coefficient is often more useful than a graphical depiction in determining the 

strength of the association between two variables (Meng, Rosenthal and Rubin, 1992). 
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2.9.4 Multiple regression analysis 

Multiple regression is a flexible method of data analysis that may be appropriate whenever 

a dependent quantitative variable is to be examined in relationship to any other independent 

or predictor variables.  Relationships may be nonlinear, independent variables may be 

quantitative or qualitative, and one can examine the effects of a single variable or multiple 

variables with or without the effects of other variables taken into account (Cohen et al., 

2003). 

In general, the multiple regression equation of Y on X1, X2, é, Xk is given by: 

Y = b0 + b1 X1 + b2 X2 + é + bk Xk 

Here b0 is the intercept and b1, b2, b3, é bk are analogous to the slope in linear regression 

equation and are also called regression coefficients. They can be interpreted the same way 

as slope. Multiple regression analysis is used when one is interested in predicting a 

continuous dependent variable from a number of independent variables. If dependent 

variable is dichotomous, then logistic regression should be used (Choudhury, 2009). 

According to Jason and Waters (2002) multiple regression has got the following 

assumptions: 

ü Variables are normally distributed 

Regression assumes that dependent variables have normal distributions.  Non-normally 

distributed variables (highly skewed or kurtotic variables, or variables with substantial 

outliers) can distort relationships and significance tests. 
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ü Relationship between the dependent and independent variable(s) is  linear 

Standard multiple regression can only accurately estimate the relationship between 

dependent and independent variables if the relationships are linear in nature. If the 

relationship between independent variables and the dependent variable is not linear, the 

results of the regression analysis will under-estimate the true relationship.  This under-

estimation carries two risks:  increased chance of a Type II error for that independent 

variables, and in the case of multiple regression, an increased risk of Type I errors (over-

estimation) for other independent variables that share variance with that independent 

variables.  

ü Variables are measured without error (reliably) 

In simple correlation and regression, unreliable measurement causes relationships to be 

under-estimated increasing the risk of Type II errors.  In the case of multiple regression or 

partial correlation, effect sizes of other variables can be over-estimated if the covariate is 

not reliably measured, as the full effect of the covariate(s) would not be removed.  

With each independent variable added to the regression equation, the effects of less than 

perfect reliability on the strength of the relationship becomes more complex and the results 

of the analysis more questionable.  With the addition of one independent variable with less 

than perfect reliability each succeeding variable entered has the opportunity to claim part of 

the error variance left over by the unreliable variable(s).  The apportionment of the 

explained variance among the independent variables will thus be incorrect.  The more 

independent variables added to the equation with low levels of reliability the greater the 

likelihood that the variance accounted for is not apportioned correctly.  This can lead to 

erroneous findings and increased potential for Type II errors for the variables with poor 

reliability, and Type I errors for the other variables in the equation.   
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ü Constant homoscedasticity   

Homoscedasticity means that the variance of errors is the same across all levels of the 

independent variables.  When the variance of errors differs at different values of the 

independent variables, heteroscedasticity is indicated. Slight heteroscedasticity has little 

effect on significance tests; however, when heteroscedasticity is marked it can lead to 

serious distortion of findings and seriously weaken the analysis thus increasing the 

possibility of a Type I error. 

2.9.5 Fisherôs Exact Test 

This is a test of independence in a 2×2 contingency table. It is more useful when the total 

sample size and the expected values are small (Routledge, 2005).The test holds the 

marginal total fixed and computes the hypergeometric probability that n11 is at least as large 

as the observed value. It is useful when the cell counts are less than 5 (Fu and Arnold, 

1992; Bower, 2003; Shepard, 2008). 

2.9.6 Multivariate  statistics 

Multivariate statistics are a form of statistics encompassing the simultaneous observation 

and statistical analysis of more than one response variable. The application of multivariate 

statistics is multivariate analysis and essentially models reality where each situation, 

product or decision involves more than a single variable (Kessler, 2007). It concerns 

understanding the different aims and background of each of the different forms of 

multivariate analysis and how they relate to each other.  

 

The practical implementation of multivariate statistics to a particular problem may involve 

several types of univariate and multivariate analyses in order to understand the relationships 
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between variables and their relevance to the actual problem being studied. In addition, 

multivariate statistics are concerned with multivariate probability distributions, in terms of 

both how these can be used to represent the distributions of observed data and how they can 

be used as part of statistical inference, particularly where several different quantities are of 

interest to the same analysis. 

According to Abeyasekera (2003) and Obuchowski (2005), multivariate methods in a strict 

statistical sense concern the collective study of a group of outcome variables, thus taking 

account of the correlation structure of variables within the group. Many researchers 

however, also use the term ñmultivariateò in the application of multiple regression 

techniques because this involves several explanatory (predictor) variables along with the 

main outcome variable (Abeyasekera, 2003). The benefit of exploring several variables 

together is that it allows for inter-correlations to be assessed.   

With multivariate analysis the following can be achieved:  

i. A summary or an overview of a table can be obtained. This analysis is often called 

principal component analysis or Factor Analysis. In the overview, it is possible to 

identify the dominant patterns in the data, such as groups, outliers, trends, and so 

on. The patterns are displayed as two plots (Kessler, 2007). 

ii.  Analysis of groups in the table, how these groups differ and to which group 

individual table rows belong. This type of analysis is called Classification and 

Discriminant Analysis (Fernandez, 2002). 

iii.  Relationships between columns in data tables can be established. For instance, 

relationships between process operation conditions and product quality whereby the 

objective is to use one set of variables (columns) to predict another, for the purpose 
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of optimization and to find out which columns are important in the relationship. The 

corresponding analysis is called Multiple Regression Analysis or Partial Least 

Squares (PLS), depending on the size of the data (Cramer, 1993; Stolzenberg, 

2004). 

2.9.7 Principal component analysis  

This statistical methodology originated with Karl Pearson (1901) as a means of fitting 

planes by orthogonal least squares, but was later proposed by Hotelling (1933) for the 

particular purpose of analyzing correlation structures. It is used abundantly in all forms of 

analysis from neuroscience to computer graphics because it is a simple, non-parametric 

method of extracting relevant information from confusing data sets (Manly, 1986; 

Morrison, 1990). 

 

With minimal additional eǟort Principal component analysis (PCA) provides a roadmap for 

how to reduce a complex data set to a lower dimension to reveal the sometimes hidden, 

simpliýed structures that often underlie it (Shlens, 2005). It is useful when you have 

obtained data on a large number of variables and believe that there is some redundancy in 

those variables.  In this case, redundancy means that some of the variables are correlated 

with one another, possibly because they are measuring the same construct.  Because of this 

redundancy, it is believed that it should be possible to reduce the observed variables into a 

smaller number of principal components which are artificial variables that will account for 

most of the variance in the observed variables (Hatcher, 1994).  
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According to Abeyasekera (2003) the technique is strictly applicable to a set of 

measurements which are either quantitative or have an ordinal scale.  However, being 

largely a descriptive technique, the inclusion of binary variables and/or a small number of 

nominal categorical variables is unlikely to be of practical consequence. Principal 

component analysis is a large-sample procedure. To obtain reliable results, the minimum 

number of subjects providing usable data for the analysis should be the larger of 100 

subjects or five times the number of variables being analyzed (Hatcher, 1994; Mead et al., 

2003). 

 

Because principal component analysis is performed on a matrix of Pearson correlation 

coefficients, it is assumed that all analyzed variables should be measured on an interval or 

ratio level. The relationship between all observed variables should be linear and each 

observed variable should be normally distributed. As such, variables that demonstrate 

marked skewness or kurtosis may be transformed to better approximate normality. Each 

pair of observed variables should display a bivariate normal distribution. However, the 

Pearson correlation coefficient is robust against violations of this assumption when the 

sample size is greater than 25. Also since each subject is expected to contribute one score 

on each observed variable, these sets of scores should represent a random sample drawn 

from the population of interest (Hatcher, 1994).  

Technically, a principal component can be defined as a linear combination of optimally-

weighted observed variables. The words ñlinear combinationò refer to the fact that scores 

on a component are created by adding together scores on the observed variables being 

analyzed. ñOptimally weightedò refers to the observed variables being weighted in such a 
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way that the resulting components account for a maximal amount of variance in the data set 

(Hatcher, 1994).   

 

In PCA a new set of variables is created as linear combinations of the original set.  If x1, 

x2é, xp are the original set of p variables, then a variable Y formed from a linear 

combination of these takes the form Y=a1x1+a2x2+é+apxp where the a1s (i=1, 2é, p) 

are numbers or principal component coefficients and xpôs are the subjectsô score on 

observed variable p. 

 

The linear combination that explains the maximum amount of variation is called the first 

principal component.  A second principal component which is another linear combination is 

then found, independent of the first, so that it explains as much as possible of the remaining 

variability. Further components are then created sequentially, each new component being 

independent of the previous ones.  If the first few components, say the first 3, explain a 

substantial amount, say 90 per cent of the variability amongst the original set of 15 

variables, then essentially, the number of variables to be analyzed has been reduced from 

15 to 3. 

 

According to Fieller (2010), if the first few principal components (P.C.S) explain most of 

the variation in the data, then the later P.C.S are redundant and little information is lost if 

they are discarded or ignored. The number of components extracted is equal to the number 

of observed variables being analyzed. However, in most analyses, only the first few 

components account for meaningful amounts of variance, so only these first few 
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components are retained, interpreted, and used in subsequent analyses such as in multiple 

regression analyses. 

The first component extracted in a principal component analysis accounts for a maximal 

amount of total variance in the observed variables. Under typical conditions, this means 

that the first component will be correlated with at least some of the observed variables. The 

second component extracted will account for a maximal amount of variance in the data set 

that was not accounted for by the first component. Again it will be correlated with some of 

the observed variables that did not display strong correlations with component 1 but it will 

be uncorrelated with the first component. The remaining components are extracted such 

that each component accounts for a maximal amount of variance in the observed variables 

that was not accounted for by the preceding components, and is uncorrelated with all of the 

preceding components. 

 

A principal component analysis proceeds in this fashion, with each new component 

accounting for progressively smaller and smaller amounts of variance.  When the analysis 

is complete, the resulting components will display varying degrees of correlation with the 

observed variables, but are completely uncorrelated with one another. 

  

When a variable is given a great deal of weight in constructing a principal component, it is 

said that the variable loads on that component. It is highly desirable to have at least three 

and preferably more variables loading on each retained component when the principal 

component analysis is complete.  Because some of the items may be dropped during the 

course of the analysis, it is generally good practice to write at least five items for each 
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construct that is to be measured. In this way, chances are increased such that at least three 

items per component will survive the analysis (Hatcher, 1994).   

 

Mathematically principal component analysis entails 4 procedural steps which can be stated 

as: Starting by coding the variables x1,x2,é,xp  to have zero  means  and unit variances; 

Calculating the covariance matrix C which is a correlation matrix if step 1 has been done; 

Finding the eigenvalues ɚ1, ɚ2, é ɚp and the corresponding eigenvectors a1, a2,é ap. The 

coefficients of the ith principal components are then given by ai while ɚi is its variance; 

Discarding any components that only account for a small proportion of the variation in the 

data (Manly, 1986). 

 

According to Fieller (2010) and Hatcher (1994), the above steps can be summarized as 

follows when applied to given complex data set. 

Step 1:  Initial extraction of the components   

The number of components extracted is equal to the number of variables being analyzed. 

Although a large number of components may be extracted, only the first few components 

will be important enough to be retained for interpretation. 

Step 2:  Determining the number of ñmeaningfulò components to retain 

In general, it is expected that only the first few components will account for meaningful 

amounts of variance, and that the later components will tend to account for only trivial 

variance.  The next step of the analysis, therefore, is to determine how many meaningful 

components should be retained for interpretation.  There are four criteria that may be used 

in making this decision: the eigenvalue-one criterion, the scree test, the proportion of 

variance accounted for, and the interpretability criterion. 
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With the eigenvalue-one criterion approach, any component with an eigenvalue greater than 

1 is retained and interpreted. Since each observed variable contributes one unit of variance 

to the total variance in the data set, any component that displays an eigenvalue greater than 

1 is accounting for a greater amount of variance than had been contributed by one variable.  

Such a component is therefore accounting for a meaningful amount of variance and is 

worthy of being retained. 

With the scree test, eigenvalues associated with each component are plotted and a ñbreakò 

between the components with relatively large eigenvalues and those with small eigenvalues 

identified.  The components that appear before the break are assumed to be meaningful and 

are retained for rotation; those appearing after the break are assumed to be unimportant and 

are not retained.   

 

The proportion of variance accounted for criterion entails retaining a component if it 

accounts for a specified proportion or percentage of variance in the data set. This 

proportion can be calculated with a simple formula: 

                        0ÒÏÐÏÒÔÉÏÎ 
       

     
                                           

  

The total eigenvalues of the correlation matrix is equal to the total number of variables 

being analyzed because each variable contributes one unit of variance to the analysis. 

The most important criterion for solving the number of components to be retained is the 

interpretability criterion. This involves interpreting the substantive meaning of the retained 

components and verifying that this interpretation makes sense in terms of what is known 

about the constructs under investigation.  
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Step 3:  Rotation to a final solution   

After extracting the initial components, there will be created an unrotated factor pattern 

matrix.  The rows of this matrix represent the variables being analyzed, and the columns 

represent the retained components. The entries in the matrix are factor loadings.  A factor 

loading is a general term for a coefficient that appears in a factor pattern matrix or a factor 

structure matrix. A rotation is a linear transformation that is performed on the factor 

solution for the purpose of making the solution easier to interpret when more than one 

component has been retained in an analysis. A varimax rotation is an orthogonal rotation 

which results in uncorrelated components and tends to maximize the variance of a column 

of the factor pattern matrix as opposed to a row of the matrix. 

Step 4:  Interpreting the rotated solution 

This means determining what each of the retained components measures. This involves 

identifying the variables that demonstrate high loadings for a given component and 

determining what these variables have in common.   

Step 5:  Creating factor scores or factor-based scores 

Once the analysis is complete, it is often desirable to assign scores to each subject to 

indicate where that subject stands on the retained components. These component scores 

could be used either as predictor variables or as criterion variables in subsequent analyses. 

A separate equation, with different weights, is developed for each retained component.  

2.9.8 Multiple correspondence analyses 

Multiple correspondence analysis (MCA) is a useful technique for the structural analysis of 

multivariate categorical data (Glynn, 2012; Takane and Heungsun, 2006; Greenacre and 



33 
 

Nenadic, 2010). It gives insight into the complex dependence structure of such data sets by 

making plots. MCA has proved to be an important and useful tool for analyzing the 

association that is present in data sets with many variables (Schriever, 1986; Greenacre, 

2006; Greenacre and Blasius, 2006). MCA assigns scores to rows (representing the 

subjects) and columns (representing the response categories) of a data matrix, yielding a 

graphical display of the rows and the columns of the data matrix. The graphical display 

facilitates the intuitive understanding of the relationships among the categories of the 

variables (Greenacre, 2010). 

Let x1, x2, éxk  be categorical  random variables. The technique MCA seeks k real valued 

functions ū11, ū21,é ūk1, defined on the categories (possible values) of x1, x2,éxk  

respectively, such that the first principal component  of the correlation matrix of ɮ ὢ ȟ 

ɮ ὢ ȟé ɮ ὢ  has maximal variance. This principal component is called the first 

MCA component. It describes the most informative part of the variation between the 

categorical variables. Clearly, it is no restriction to assume that the derived variables 

ɮ ὢ  have expectation zero and variance unity, for i=1,ék. Subsequently, MCA seeks a 

second component which has maximal variance but which is uncorrelated with the first. 

This procedure is continued with a third component, a fourth component or until no new 

component that is uncorrelated with the previous components can be found. 

The t-th  MCA component is the linear combination of transformed variables. 

                   Yt = В ɮ ὢ  

for which ʈ= var (Yt) is maximal subject to  

              E ū1t(x1)=0,  var(ɮ ὢ  =1 for l=1,é, k, 

and the normalization constraint 
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ÌÔρȟ 

    Corr (Yt, Ys) = 0 for s =1,é t-l. 

The MCA solution consists of all k+l tuples ( ʈȟ(µ,ɮ ὢ ȟȣȟ  ɮ ὢ  for 

t=1,2,éThe value ɮ ὼ is called  the category score on the t-th MCA component  of 

the category x of ὢȠ l =1,é, k ;  t =1, 2,é 

It follows directly from the definition that 

ὺὥὶὣ   ὅέὶὶɮ ὢ ȟɮ ὢ   

which  means that MCA only considers the  bivariate marginals of the k-dimensional 

probability distribution of x1,éxk. It is well known (Schriever et al (n,d) that a MCA 

solution always exists and can be obtained by solving a generalized eigenvalue problem of 

the super matrix  containing all bivariate marginal probability distributions. MCA can be 

seen as a generalization of the principal component analysis to nominal variables. 

Moreover, when ὢ, ὢ,éὢ  are all dichotomous, e.g. 0-1 variables, then by the 

normalization ū1t (1) =   and ū1t(0) =-  where ʌ = p{ὢ =1}=1- p{ ὢ = 0} 

for l =1, 2,é, k and t =1, 2,.. Hence the variance of Yt  is only maximized with respect to 

the variable weights  ȟ  ȟé  for t =1, 2,éTherefore, MCA in the dichotomous case 

is equivalent to finding the principal components of the covariance matrix of ū11(ὢ), 

ū21(ὢ),é ūk1(ὢ), that is, of the correlation  matrix of  ὢȟὢȟé, ὢ . 

Put differently, Everitt and Graham (2001) have explained that the starting point for MCA 

is the indicator matrix, Z. Each row of this matrix will have k values of unity  and C-k zero 

values, where k is the number of categorical variables  in the data set and C is the total 
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number of categories, so that C= В ὅ where ὅ is the number of categories of the Ὥ  

variable. For a k-way contingency table, the indicator matrix can be written as  

          Z= ὤȟȢȢȢὤ], 

  where ὤ  is the n× ὅ matrix containing the ὅ indicator variables for the Ὥ  way of the 

table. 

The matrix given by: 

               B=ὤὤ ȟ 

is called the Burt matrix and contains the sub matrices ὤᴂὤ the twoïway contingency 

tables based on variables i and j.So 

B=

î
î

ý

î
î

ü

û

î
î

í

î
î

ì

ë

kkkk

k

k

ZZZZZZ

ZZZZZZ

ZZZZZZ

...

............

...

....

21

22212

12111

 

B has a ñblockò structure, with the sub matrices ὤᴂὤ on the diagonal  being simply 

diagonal matrices of column sums, and every off-diagonal block being a twoïway table of 

marginal totals for the Ὥ  and Ὦ  variable. Hence according to Everitt and Graham (2001), 

MCA involves essentially the extraction of the eigenvalues and eigenvectors of a Burt 

matrix. 

 

In data analysis three types of multiple correspondence analysis are encountered: Indicator 

multiple correspondence analysis (Indicator MCA), Burt multiple correspondence analysis 

(Burt MCA) and Joint multiple correspondence analysis-Joint MCA (Glynn, 2012). 

Indicator MCA that is also called homogeneity analysis uses a binary matrix of indicators 

to combine the binary correspondence analyses. Results obtained are similar to Burt MCA 
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but according to Greenacre (2007), Burt MCA produces more optimistic percentages of 

inertia. However, in multiple correspondence analysis the percentage of explained inertia is 

not very important in interpretation since it severely underestimates the representative 

quality of the biplot map (Glynn, 2012). Joint MCA is based on Burt MCA and according 

to Greenacre (2006; 2007) it is superior both in terms of explained inertia and in the 

accuracy of visualization. It works by restricting the analysis to the cross tabulations that 

typically contain the correlations of interest that explain the inertia. 
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CHAPTER THREE  

  MATERIALS AND METHODS 

3.1 Data source 

In order to identify suitable statistical method for analyzing large and complex mixed data 

sets from surveys for statistical analysis of aflatoxin contamination in peanuts, data from 

ICRISAT collected under the Peanut CRSP project was used for this study. The data was 

collected between March and July 2009 from three provinces of Kenya namely Nairobi, 

Western (Busia district) and Nyanza (Homa bay, Rachuonyo, Kisii Central and Kisumu 

East districts).  

3.2 Sampling, data collection and aflatoxin analysis 

A survey exercise was conducted in the three provinces and purposeful sampling was 

utilized in identifying vendors that were trading in peanuts. The sampling method targeted 

areas where peanuts were majorly produced or traded. Nairobi is a major market outlet of 

peanuts and peanut products sourced from within Kenya and other countries. It has both 

large and small scale peanut processing enterprises. Busia district is a major peanut 

produce, has several market outlets for peanuts and has a border point with Uganda which 

is another major peanut producer characterized by a thriving cross-border trade. Nyanza 

province is also a leading producer of peanuts and has several peanut processors as well as 

a high demand for peanut products. 

The data was collected using a questionnaire and issues addressed were those practices that 

were related to either mould or aflatoxin contamination in peanuts. Some of the variables 

collected(factors considered) included:  gender, age and educational level of trader; the type 
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of peanut products in the market which included podded raw kernels, shelled raw kernels, 

roasted kernels, peanut butter, boiled kernels, fried kernels, or spoilt kernels; packaging 

material used for peanut products whether it was jute bags, propylene bags, metal tins, PVC 

bags, paper, plastic jars, plastic basins, or reeded baskets; source of peanuts whether from 

own harvest, bought locally or imported from neighboring countries; mode of peanut 

product transaction whether it was direct or through middlemen; nature of market outlets  

whether the peanut products were sold through hawking, informal market structures, formal 

market structures, stockists, or supermarkets; mode of transporting peanut products to the 

markets whether it was through the use of bicycles, vehicles, boats, carts and  donkeys.  

Other aspects (variables or factors) detailed included the duration that peanut products took 

before being sold, the state of marketing structures by describing the condition of the 

roofing materials, walls, floors and ventilation. Post harvest pest and disease control 

measures that were done were determined and varieties of peanuts grown. A total of 1260 

vendors were interviewed and a peanut sample taken from each interviewee was analyzed 

for aflatoxin contamination with an indirect competitive ELISA method by preparing an 

aflatoxin-bovine serum albumin conjugate in carbonate coating buffer at 100 ng/ml 

concentration and dispensing 150 µl in each well of the Nunc-Maxisorp ELISA plates. 

Absorbance was then measured at 405 nm in an ELISA plate reader (appendix 2) as 

described in Mutegi et al. (2013). 

3.3 Categorization of peanut samples according to aflatoxin content 

Peanut samples were grouped into three categories based on their aflatoxin content: 

samples with Ò4Õg/kg (Category 1), >4-10µg/kg (category 2) and   >10µg/kg (category 3). 

Aflatoxin category Ò4Õg/kg represented the European Union (EU) regulatory limit for total 
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aflatoxin for peanuts (EC, 2006). The category >4-10µg/kg represented peanuts which 

could be rejected in the EU countries but could be accepted in Kenya under the Kenya 

Bureau of Standards (KEBS) regulations (KEBS, 2007) while category >10µg/kg aflatoxin 

contaminated peanuts could be rejected under the KEBS standards. The dependent 

categorical variable (aflatoxin category) was to be analyzed in relation to predictor 

variables with utilization of multiple correspondence analysis. 

3.4 Statistical analysis approach 

The data was cleaned, validated and coded for nominal categorical variables. It was then 

analyzed for Normality test (Shapiro-Wilk test) and the response variable (aflatoxin level) 

was not normally distributed (T= 0.0563; p< 0.001) and hence in subsequent analysis it was 

to be analyzed through generalized linear model (GLM). This was done to assess whether 

some of the assumptions for subsequent analyses such as multiple regression and principal 

component analysis could hold when the dependent variable was continuous and when 

fitted in a model. The data was then analyzed with contingency tables analysis (Pearson 

chi-square and Fisher's Exact test methods) as the benchmark statistical method against 

which results from other statistical methods could be evaluated. Multiple correspondence 

analysis (MCA) was used to analyze the large categorical variables in a low-dimensional 

Euclidean space. Principal component analysis (PCA) was applied to reduce the large data 

set into a lower dimension of few but significant variables and multiple regression as the 

statistical method for handling mixed predictor variables when the response variable was 

continuous. The data was also analyzed by analysis of variance (ANOVA) for categorical 

predictor variables when the response was continuous through generalized linear model 

(GLM). All data was analyzed at 5% level of significance where applicable and the 
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statistical analysis was done using Genstat 14
th
 edition, STATA version 11 and SPSS 20

th
 

edition. 

3.4.1 Contingency tables analysis (Pearson chi-square and Fisher's Exact Test 

methods) 

The data was analyzed by contingency tables (Pearsonôs Chi-square) and when the cell 

counts were below 5 they were analyzed by Fisherôs Exact Test method in establishing an 

association between any two variables. 

3.4.2 Multiple correspondence analysis (MCA) in categorical data analysis 

The data was subjected to Burt matrix MCA to make biplots to show the dependence 

structure in the data set. The data to be analyzed had to be stratified into subgroups since 

the data to be analyzed was very large. This was due to the fact that MCA implementation 

consists of Singular Value Decomposition (SVD) or the related Eigenvalue Decomposition 

(EVD) of the data (DôEnza and Greenace, 2012). Multiple correspondence analysis then 

aimed to identify a reduced set of synthetic dimensions maximizing the explained 

variability of the categorical data set. MCA assigns scores to rows (representing the 

subjects) and columns (representing the response categories) of a data matrix, yielding a 

graphical display of the rows and the columns of the data matrix. The graphical display 

facilitated the intuitive understanding of the relationships among the categories of the 

variables. 
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3.4.3 Principal component analysis in variable reduction 

To statistically reduce the number of variables encountered in the study, the data was 

subjected to PCA and 37 principal components were extracted according to the number of 

variables being analyzed. Only variables with significant factor loadings per principal 

component were retained for further analysis. 

3.4.4 Multiple regression analysis for categorical, discrete and continuous variables  

In determining variables that played a significant role in the aflatoxin contamination of 

peanuts, the data was also analyzed by multiple regression analysis and also in developing a 

model for aflatoxin contamination in peanuts from the variables analyzed. The data was 

analyzed through GLM (Generalized linear model) when aflatoxin level was used as the 

dependent variable. In the determination of the most significant variables that could explain 

aflatoxin contamination in peanuts, Wald Test was used in model fitting by forward and 

backward selection of the terms (variables). 
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CHAPTER FOUR 

 RESULTS AND DISCUSSION 

4.1 Determination of variables that played a significant role in aflatoxin 

contamination of peanuts by use of multiple linear regression and analysis of variance  

Results obtained from analysis of variance (ANOVA) for the data indicated that 10 

variables were statistically significant in having played a significant role in aflatoxin 

contamination of the peanuts (Table 4.1A). They included the province where peanuts were 

sampled from, the education level of peanut vendors, type of peanut varieties, storage 

period before selling of peanuts in the market, the month when the peanuts were harvested, 

the mode of transacting the peanuts either purchasing them directly from farmers or from 

middlemen and non-application of any peanut protection methods. Leaking of the roof and 

the type of materials used on the wall structure and how the peanut house was used, either 

full time or part time were also significant. 

 

Western province had the highest mean for aflatoxin contamination at 678675.4 µg/kg 

followed by Nyanza (7735.1 µg/kg) and finally Nairobi (933.5 µg/kg).The mean values 

were significantly different for Western and Nairobi provinces (lsd=219693.58). 

Respondents with tertiary level of education had the highest mean for aflatoxin (430646.3 

µg/kg) followed by those with secondary education (177068.4 µg/kg), primary education 

(57594.4 µg/kg and last by those without formal education (1166.0 µg/kg). The mean value 

for those with tertiary education was significantly different from those with primary 

education and those without formal education (lsd=315887.71). 
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The aflatoxin mean value for not applying any peanut protection method (291591.3µg/kg) 

was significantly higher than when applied (54754.9µg/kg; lsd=182476.5). Practices such 

as drying, sorting and proper storage of peanuts have been documented in reducing 

aflatoxin contamination of peanuts significantly (N'dede et al., 2012). When the peanut 

housing structure was used part time as opposed to full time, it led to less aflatoxin 

contamination of the peanuts (115020.6 µg/kg part time, 127491.6 µg/kg fulltime) and 

when roof was leaking there was more contamination (295462.2 µg/kg) than when not 

leaking(134518.1 µg/kg). 

Among the peanut varieties under study, the most susceptible varieties with the highest 

mean value for aflatoxin contamination included Red mixed (7928993µg/kg), Red 

small(593262.73µg/kg), Uganda red(163334.23µg/kg) and Tatu tatu (35464.63µg/kg).The 

peanut varieties with the lowest mean value for aflatoxin contamination included Brown 

medium(420.7 µg/kg), Homabay local(1443.8 µg/kg) and Brown kubwa (2033.4 

µg/kg).Materials for peanut wall structures with the highest mean level for aflatoxin 

contamination included blocks(2.00E+07 µg/kg) and bricks(4.00E+05 µg/kg). Studies 

conducted by Mutegi et al.(2009) in western Kenya observed that planting improved 

cultivars would lower the odds of aflatoxin contamination to a half those for local 

landraces. 

Compared to the rest of the harvesting months (January and June, mean of 1.00E+03 

µg/kg) for the peanuts, peanuts harvested in October had the highest mean for aflatoxin 

contamination (2.00E+06 µg/kg). This is the month when a recent incident of aflatoxin 

food contamination occurred in the year 2011 when Proctor and Allan East Africa, a cereal 
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manufacturer, recalled 25 tons of contaminated Unimix (a high-protein mix containing corn 

flour) destined for relief efforts in drought-affected areas of Kenya(Grohe et al., 2011).  

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



45 
 

Table 4.1A: Determination of significant variables in aflatoxin contamination of peanuts   

Source of variation  Seq. SS      df        MS            F      Prob > F 

Model 1.02E+15 132 7.71E+12 5.84 0.0000 

Province 7.02E+13 2 3.51E+13 26.59 0.0000 

District 2.08E+10 9 2.31E+09 0.00 1.0000 

Peanut variety 6.59E+13 17 3.88E+12 2.94 0.0001 

Peanut sample type 3.21E+12 8 4.02E+11 0.30 0.9645 

Packaging material 1.29E+13 8 1.61E+12 1.22 0.2833 

Mode of transportation 3.36E+12 6 5.61E+11 0.42 0.8629 

Where samples were sourced from 3.89E+12 8 4.86E+11 0.37 0.9375 

Duration before storage of peanuts 6.57E+12 2 3.29E+12 2.49 0.0837 

Storage period before selling of 

peanuts 1.75E+14 8 2.19E+13 16.61 0.0000 

Year of harvest 2.06E+10 1 2.06E+10 0.02 0.9007 

Month of harvest 5.80E+13 12 4.83E+12 3.66 0.0000 

Type of vendor 1.09E+13 5 2.17E+12 1.65 0.1453 

Mode of transaction 1.12E+13 1 1.12E+13 8.46 0.0037 

Gender of respondent 7.99E+11 1 7.99E+11 0.61 0.4368 

Age of respondent 5.41E+12 6 9.02E+11 0.68 0.6637 

Education level of respondents 6.39E+13 3 2.13E+13 16.13 0.0000 

Sieving as protection method 1.05E+12 1 1.05E+12 0.80 0.3719 

Sorting as protection method 2.77E+12 1 2.77E+12 2.10 0.1482 

Tumbling as protection method 2.23E+12 1 2.23E+12 1.69 0.1938 

Drying as protection method 1.91E+12 1 1.91E+12 1.44 0.2299 

Non-use of protection methods 7.78E+12 1 7.78E+12 5.89 0.0154 

Roofing materials 7.36E+12 6 1.23E+12 0.93 0.4733 

Leaking of roof 1.06E+13 1 1.06E+13 8.01 0.0048 

Materials used for walls 4.66E+14 9 5.18E+13 39.19 0.0000 

Presence of crevices in house 3.46E+11 2 1.73E+11 0.13 0.8774 

Use of pallets 4.47E+11 1 4.47E+11 0.34 0.5609 

Hygiene of pallets 1.53E+11 2 7.65E+10 0.06 0.9438 

Hygiene of floor 3.23E+12 1 3.23E+12 2.45 0.1182 

Insects in house 4.09E+12 1 4.09E+12 3.10 0.0788 

Floor cracked 4.08E+12 1 4.08E+12 3.09 0.0793 

Type of floor 7.41E+12 2 3.70E+12 2.81 0.0611 

Enough lighting 1.26E+11 1 1.26E+11 0.10 0.7571 

Windows present 3.41E+10 1 3.41E+10 0.03 0.8723 

House used fulltime/part time 5.56E+12 1 5.56E+12 4.21 0.0405 

Musty smell in house 6.31E+11 1 6.31E+11 0.48 0.4896 
Note: Figure in bold indicate significant variables. R squared=0.504, Adjusted R squared=0.4177 
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Results from multiple regression analysis indicated that 7 variables were statistically 

significant in having played a significant role in aflatoxin contamination of the peanuts 

(Table 4.2B; Appendix 1). Compared with respondents without formal education, those 

with tertiary education were significant in contributing to aflatoxin contamination of 

peanuts. They had higher mean for aflatoxin contamination than those without formal 

education (Table 4.1A) and this could be attributed to the use of plastic jars as the 

preference peanut packaging material(Fig 4.6) which had been associated with aflatoxin 

contamination category >10 µg/kg(Table 4.6). In reference to mud floor, cemented floors 

were significantly contributing to aflatoxin contamination of peanuts. Peanuts harvested in 

the month of October were more contaminated than those harvested in January. When the 

peanut housing structure was used part time as opposed to full time it led to significantly 

less aflatoxin contamination. Compared to peanut seeds that were in pods, peanut samples 

that were taken from spoilt peanuts were significantly more aflatoxin contaminated. This 

observation was in agreement with Mutegi et al.(2013) who found out that the most 

aflatoxin  contaminated peanut products in  Kenyan peanut market were peanut butter and 

spoilt peanut products. 

The use of blocks as wall materials as compared when there is no wall in the peanut house 

structure led to significantly more aflatoxin levels in the peanuts. Storing peanuts for a 

period of 6 months before selling them significantly enhanced aflatoxin contamination as 

compared to storage period of 1 month. 
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Table 4. 1B: Parameter estimates from multiple regression for significant variables 

Parameter Estimate s.e. t(757) t pr.  Factor reference level 

Constant(Intercept) -1E+06 1811903 -0.74 0.457 
 Respondents with primary education 72069 148771 0.48 0.628 No formal education 

Respondents with secondary 

education 225094 171813 1.31 0.191 

Respondents with tertiary education 969996 318562 3.04 0.002 

Cemented floor 447687 199922 2.24 0.025 Mud floor 

Wooded floor 370732 724309 0.51 0.609 

February harvest 156506 1013169 0.15 0.877  January harvest 

March harvest -289327 747854 -0.39 0.699 

April harvest -61718 579947 -0.11 0.915 

May harvest 153201 596828 0.26 0.797 

June harvest -10611 558305 -0.02 0.985 

July harvest -115364 554210 -0.21 0.835 

August harvest -15394 573153 -0.03 0.979 

September harvest -24323 622313 -0.04 0.969 

October harvest 2146804 628746 3.41 <.001 

November harvest -3338 560019 -0.01 0.995 

December harvest 172096 569389 0.3 0.763 

Unknown harvest month -335300 1360364 -0.25 0.805 

House used part time 248258 123268 2.01 0.044 House used fulltime 

Whole seed(shelled) peanuts 173918 215880 0.81 0.421 Peanut seeds in pods 

Roasted peanuts 252114 278775 0.9 0.366 

Peanut butter 93756 408245 0.23 0.818 

Boilled  peanuts -91643 409342 -0.22 0.823 

Podded peanuts 48601 823939 0.06 0.953 

Fried peanuts 461541 354235 1.3 0.193 

Spoilt peanuts 800811 325926 2.46 0.014 

Other peanut products -51830 738878 -0.07 0.944 

Concrete wall -263924 731266 -0.36 0.718 No wall 

Iron sheets as wall -188875 724332 -0.26 0.794 

Timber walled -90193 873474 -0.1 0.918 

Brick walled 30685 752396 0.04 0.967 

Cement & sand walled -363747 1024948 -0.35 0.723 

Reeded mats walled 161496 1053443 0.15 0.878 

Mud walled -234583 1123245 -0.21 0.835 

Blocks as wall 1.2E+07 967007 12.15 <.001 

Sticks as wall -375273 1517932 -0.25 0.805 

2 months in storage before selling 9785 100526 0.1 0.922 1 months in storage before 

selling 3 months in storage before selling 123336 137477 0.9 0.37 

4 months in storage before selling 131859 265094 0.5 0.619 

5 months in storage before selling 16087 915200 0.02 0.986 

6 months in storage before selling 3813293 516356 7.39 <.001 

7 months in storage before selling -114279 1312224 -0.09 0.931 

10 months in storage before selling 315689 1194599 0.26 0.792 

20 months in storage before selling 196546 1230035 0.16 0.873 

Figures in bold indicate significant variables in reference to given factor reference level (p<0.05) 
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4.2 Evaluation of applicability of Multiple correspondence (MCA)  and Principal 

component analyses (PCA) in interpretation of aflatoxin contamination of peanuts 

In trying to establish if there could be any association for more than two categorical 

variables, multiple correspondence analysis was applied and the following information was 

obtained. In Nairobi males dominated the peanut trade while in Nyanza it was the females 

who dominated it (Figure 4.1). The peanut varieties traded in Nairobi included White small, 

Red kubwa, Unknown, Red medium and Mixed brown. Varieties in Nyanza included 

Brown medium, Mixed white, White medium, Brown kubwa and Homabay local while in 

Western province the varieties included Uganda red, Mbilimbili, Red small, Mixed variety, 

Red mixed and Brown small. 
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Figure 4.1: The role of gender in the peanut trade in the provinces and distribution of 

peanut varietiesq 

               

Direct transaction in the peanut trade was associated with aflatoxin contamination category 

Ò4Õg/kg (Fig. 4.2).When middlemen were involved, then aflatoxin contamination was 

associated with the category >10 µg/kg. Peanut samples obtained from supermarkets, 

formal open-air market and stockists were associated with aflatoxin category Ò4Õg/kg 

while those obtained from hawkers and informal open-air market were associated with 

aflatoxin category >10 µg/kg. Formal open-air markets differed from informal open-air 








































































